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ANNOTATION

This book describes methods of interpretation and results

of measurements of the optical characteristics of the Earth,

obtained by means of artificial satellites with the object of

determining the physical parameters of the atmosphere, the

clouds, and the Earth's surface. The methods are based on

the use of a priori statistical characteristics of the struc-

ture of fields of the Earth's atmospheric parameters. Methods

are presented for solving the problems of determining the tem-

perature of the ground surface, and the temperature and charac-

teristics of the three-dimensional structure of the cloud

cover from measurements of radiation in the visible and infrared

regions of the spectrum, taken from the satellites Kosmos 149,

Kosmos 243 and Kosmos 320.

The book is intended for the use of scientists, graduate

students and undergraduates specializing in atmospheric physics,

meteorology and astrophysics.
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PREFACE

The use of artificial Earth satellites (AES) to study the /7*

Earth's atmosphere, which in recent years has engaged the

attention of a growing number of investigators in the fields of

atmospheric physics, meteorology, astrophysics, and neighboring

applied sciences, is one reason for the great expansion of

investigations of the Earth's radiation field and for a compre-

hensive study of the processes and factors responsible for the

formation and transformation of radiation on the Earth. At least

two factors have stimulated these investigations.

The first, and undoubtedly the most important,lfactor is

that practically all the information on the state of the atmosphere

and the Earth's surface, as well as processes in the troposphere and 1

the stratosphere which are important for problems in atmospheric

physics and meteorology, can be obtained from a satellite by

measuring the radiation reflected from the radiating Earth to

outer space in various ranges of the electromagnetic wave spectrum.

The second factor stems from the special features of satellite

measurements, which make up a complex of contemporary investiga-

tions of the physical mechanism of atmospheric pr ocesse on a world

scale. By means of satellites we can obtain, in a short space

of time (and even simultaneously, with appropriate launching of

several satellites) the field of emitted radiation for all regions

of the globe, and can track the spatial and timewise variation of

the radiation, and therefore can study the variability of the

meteorological phenomena and the physical parameters of the atmos-

phere responsible for the generation of the radiation fields.

*INumbers in the margin indicate pagination of originall
foreign text.
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Certain aspects of experiments to investigate the Earth's

radiation field by means of satellites, including their great

cost, require us to conduct theoretical investigations whose main

purposes are:

1) To obtain a basic recommendation regarding the 
desirabil-

ity of performing a certain experiment, to evaluate its 
feasibility,

and to formulate requirements for the experiment, consistent with

the task adopted;

2) To establish quantitative relations between the 
atmospheric

parameters to be determined with an allowable 
accuracy, and the

characteristics of the radiation fieldto be measured with 
an

actually attainable accuracy;

3) A statement of the use of existing information on 
the

physical parameters of the atmosphere in conducting 
measurements

which are insufficiently complete at a given technical level;

4) To set up algorithms for processing the data from

satellite measurements and to extract useful information regarding

the physical mechanism of propagation of radiation 
and the random

nature of the measured and desired parameters;

5) To develop methods for solving certain prospective

problems in investigating the lower levels of the 
atmosphere and

the underlying surface by means of satellite measurement of the

Earth's radiation field.

The present monograph contains results of investigations in /81

this direction, which the author, and a group of co-workers at

the Institute of Atmospheric Physics of the Academy of Sciences

of the USSR (IFA), has carried out while developing methods of
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optical probing of the Earth's atmosphere from satellites.

These investigations were used, in particular, to design a

scientific program of optical measurements on the AES's Kosmos

149, Kosmos 243, Kosmos 320, and to develop a group of onboard

scientific equipment to accomplish these measurements, as well as

processing and interpretation of the experimental data.

It should be mentioned that only part of the results presented

can be considered as complete, in the sense that they have been

confirmed, where possible, by experiment in similar or sufficiently

close conditions. These other results of the work can be used in

future development of methods of optical probing of the atmosphere

by means of AES's and of corresponding experimental investigations

which either havel been already begun, or should be conducted in

the future.

Naturally, the development of the rather wide range of

topics considered in the book would be meaningless without the close

scientific contact that the author has had with a number of his

co-workers at the IFA and in related scientific establishments.

The author wishes to express his deep indebtedness to

G. V. Rozenberg for a number of valuable ideas used in the

present investigations, as well as to V. I. Dianov-Klokov,

V. P. Kozloiv, V. F. Turchin, and Ye. M. Feygel'son, with whom

individual topics were discussed. The author also thanks V. G.

Boldyrev, A. K. Gorodetskiy, I. A. Gorchakov, L. G. Ismotina,l

L. I. Koprova, A. P.1Orlov, T. A. Sushkevich, V. I. Syachinov,

G. P. Farapono va, L. U IChagar, and L. M. Shukurov who took part

in developing a number of topics and V. Ye. Vvedenskiy, K. S.

Glazolva, Z. N.ITarasenkov and N. S. Filippolvafor their help in

calculations and in producing the figures.
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Finally, the author feels obliged to comment that the

investigations which have been made are based on principles

developed in the work of the noW deceased Ye. S. Kuznetsov, under

whose guidance the author began his scientific activity.
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INTRODUCTION

The many experimental and theoretical investigations of the /9

transport of solar radiation in the Earth's atmosphere and on thel

Earth's self radiation have allowed us to build up a definite theoryl

of the radiation field of our planet and in some cases to establish

quantitative relations between the radiation characteristics

and the physical parameters of the atmosphere which are responsible

for the Earth's radiation conditions. A comprehensive study has

also been made of the optical properties of atmospheric substances

which are active in the radiation sense, and of the underlying

surface, which plays an important part in forming the Earth's

radiation field. A special section of atmospheric optics deals

with investigations of the propagation of radiation in clouds,

or more generally, in optically dense media.

The quantitative relationship between characteristics of

the radiation field and parameters of the atmosphere or the under-

lying surface has been used to solve a number of problems in

atmospheric physics. An example is the problem of determining

the concentration and total mass of atmospheric gases absorbing

solar radiation and the Earth's self radiation (water vapor,

ozone, etc.), and also the problem of determining characteristics

of aerosols which scatter the solar radiation, or of artificial

sources of radiation.
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Another important example of the use of results of radiation

investigations is the problem of atmospheric energy balance, since

the difference between the fluxes of solar radiation and the Earth's

self radiation is the main source of energy for the processes

taking place in the Earth's atmosphere.

A systematic account of the results of investigations in the

area of atmospheric eptics has been given in monographs by K. Ya.

Kondrat'yev [1-31, G. V. Rozenberg [4], K. S. Shifrin [5], V. V.

Sobolev [6], Ye. M. Feygel'son [I.7], and Goode [8] as well as in

the basic work of Ye. S. Kuznetsov on the theory of radiation

transport in the Earth's atmosphere (see, e.g., [9]) and in a num-

ber of papers*. An analysis of the most important data on cal-

culations and measurements of characteristics of the Earth's

radiation field in the various spectral intervals is given in

Chapters 1 and 2.

The present stage of development of atmospheric eptics is

characterized by rising methods of studying radiation processes

developed for idealized models to'study the real atmosphere.

The solution to the problem is associated with considerable

difficulties, due mainly to the structural complexity and the

great spatial and timewise variability of the atmosphere, as well

as to the diversity of conditions under which propagation of

radiant energy occurs in reality.

* In this book we adopt the following notations for literature
references: when the reference is to another chapter, the chapter
number appears in front of the source number, while in other
cases ordinary numbering is used.
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The great magnitude of the problem is very clear. The

advent of artificial Earth satellites has made its solution easier,

in the sense that one can rapidly obtain information from the

entire sphere of the Earth, since all regions can be uniformly

accessible to satellites. The presence of a large number of /I 0

satellites in orbits allows us to obtain worldwide information

simultaneously. However, besides these indisputable advantages,

investigations from satellites have an obvious shortcoming, viz.,

it is impossible to make direct measurements of the physical

parameters of the underlying atmosphere, information concerning

which is embodied in the characteristics of the radiation

emitted to outer space from the upper boundary of the atmosphere.

At least three kinds of problems pertaining to atmospheric

physics can be identified, which can be solved and already are

being solved on the basis of radiation measurements obtained

from satellites (some of the results of these investigations

have been published in the books by Kondrat'yev [10,12], and

in collections of articles [13, 15]).

1. The first type of problem is associated with investi-

gations of the Earth's cloud cover derived from television

pictures or photometric or radiometric data obtained from a

satellite in the visible part of the spectrum on the illuminated

part of the Earth, and in the infrared - on the non-illuminated

side. The principle involved is as follows. From pictures of

cloud systems of various scales, one can evaluate the type of

cloud and also a number of meteorological processes in the

atmosphere, since clouds serve as good indicators of the nature,

position, and movement of pressure formations and frontal zones,

and the character of vertical currents and distribution of

precipitation zones.
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The first results obtained from satellites of the series

Tiros (see [10, 12]) and Kosmos [16, 17], have shown that satellite

pictures of clouds allow us to determine the main features 
and even

some fine details of a meteorological formation (this is particu-

larly important for regions where cloud observations are 
rare or

totally absent). Also, analysis of the pictures enables us to

detect configurations of large-scale cloud systems, as well as a

number of properties of cloud formations and of associated atmos-

pheric conditions, which are in general inaccessible even for

a dense grid of ground meteorological stations.

However, the interpretation of the pictures obtained (nepho

analysis) is limited mainly to determination of qualitative

relationships, which are unavoidably subjective in nature. In

addition, these methods are applicable only to cases of ordered

configurations of cloud systems and do not lend themselves to the

use of high-speed computers.

It is well established that the distribution of cloud elements,

particularly those having dimensions from several kilometers 
to

several tens of kilometers (meslo-scale), is random. Therefore,

statistical methods of cloud picture processing are used at

present to determine quantitative characteristics of the structure

of cloud systems (the same thing is true of the interpretation

of data from absolute measurements of the characteristics of

the radiation field under cloudy conditions).

Questions on the determination of characteristics of the three-j

dimensional structure of cloud systems are considered in detail

in this book during investigation of the structure of radiation

fields (see Chapter 5).



2. A second type of problem is associated with determining

fluctuations in the Earth's radiation balance. The basic idea of

an experiment required to solve this problem is quite simple,

at first glance: a detector with a field of view of -- 1800,

carried on a satellite and pointed towards the Earth, is used to

measure the flux of reflected solar radiation and of the

Earth's self radiation (or the sum of these fluxes), integrated

over all directions in the upper hemisphere, similar to what is

done on an aircraft or on balloons. However, the performance ofl

these measurements, which could be used for reliable determina-

tion of the variation of fluxes of radiant energy - required, for

example, for weather prediction - encounters very serious

difficulties associated with the angular or the three-dimensional

structure of the radiation field. In fact, the solar radiation /11

reflected by various natural surfaces, clouds, or the atmosphere,

depends to a varying degree on the direction of incidence of the

direct solar radiation, and on the direction of reflection or

scattering (the self radiation of objects also depends on the

type of surface and the direction of observation).

With measurements of radiative fluxes on aircraft and balloons

in the field of view of wide-angle receivers, there are compara-

tively limited sections of the Earth's surface and atmosphere

for which one can assume that the angular distribution of radia-

tion is uniform throughout the region of survey (only for cloud-

less conditions above a homogeneous surface of the Earth, or

for continuous cloud cover). This allows us to replace inte-

gration of radiation over all directions in the upper (or lower)

hemisphere by integration over the region of survey.

In the case of satellites, the field of view of a wide-angle

detector can encompass huge sections of the Earth, including

diverse objects with different angular distributions of emitted

5



radiation. Therefore, integration over space performed for these

measurements should not be considered as equivalent to integration

over directions for any part of a survey region, without appreciable

uncontrolled errors being introduced. In other words, these

measurements give quite a specific physical quantity, the flux of

radiant energy passing through a unit surface area of a sphere

with radius equal to the distance of the satellite from the

Earth's center. However, one cannot pinpoint a comparatively

limited region of the Earth to which this energy could be ascribed.

Hence one can conclude that the results of measurements of

radiative fluxes by wide-angle detectors have limited value, and

in any event, can give only the large-scale variations of the

radiative fluxes. In this sense the ideas of Suomi (see [18])

concerning the possibility of establishing a relationship between

radiative fluxes and pressure formations and cloud systems

have notibeen confirmed experimentally, as exemplified, in

particular, by the results of processing certain data on radia-

tive measurements on the satellite Explorer 7, as presented in

[19].

This was evidently the reason for using narrow angle de-

tectors (r 500) on satellites of the Tiroo series. However,

this substitution does not correct the situation, since as

before there is an averaging over a large area, while the

measured quantity loses a simple physical meaning. And even if

the measurements are made by a detector with a sufficiently

narrow field of view, so that its survey region can be considered

uniform in the radiation sense, as was done on satellites of

the Kosmos [20] and the Nimbus [21] series, in fact what is

measured is the radiative intensity of this region in the

direction of the optical axis of the instrument, while the

radiation remains unknown in other directions. By using theoreti-

cal calculations of the angular distribution of reflected solar

6



radiation and of the self radiation for certain models of the

atmosphere, one can recover the flux of reflected radiation from

the measured radiative intensity in only one direction, as was

proposed in the work of Shifrin, et al. [22,20]. Since this kind

of conversion is based on calculations of the angular distribu-

tion of radiative intensity for certain models of the atmosphere

and the underlying surface, the reliability of the method des-

cribed in the work is in need of experimental verification. How-

ever, the idea itself, of determining the reflected radiative

flux from measurements of narrow-angle detectors, even if the

radiative intensity is measured only in one direction, is en-

couraging. Following the work of [22], we consider the possi- /12

bility of obtaining the variations of fluxes both of reflected

solar radiation, and of the Earth's self radiation, by basing a

method on the dependence of the angular structure of the radiation

field on the vertical structure of the physical parameters of the

atmosphere (see Chapter 4).

3. A third type of problem embodies questions in optical

probing of the atmosphere and of the underlying surface. The con-

ventional ideas held that the problem is to determine the de-

pendence of certain atmospheric parameters ((y) from measurements

of a suitable characteristic of the radiation field f(x), these

being interconnected by a relationship of the type

f (x) = A Ix, y, P (y) , (1)

where A is an operator (in general, nonlinear) describing the

physical mechanism of the relationship. The corresponding

functional is also described by the structure of other atmospheric

parameters (optical or meteorological) which determine the

mechanism of radiative transfer in the atmosphere and can depend

on variables x or y. Some of these parameters require definition

7



aswelljas P(y), which presents considerable difficulties, for

quite obvious reasons, in transforming the operator A.

Therefore, to determine all the desired parameters one must

choose some group of measurements to obtain a closed system of the

original data and appropriate equations of type (1), where the

most informative characteristics of the radiation field must

be measured, each of which should depend mainly on one of the

atmospheric parameters being determined, while the dependence on

the others should be weaker.

Another difficulty which arises in solving problems in opti-

cal probing is the following. In distinction from other planets,

for which these problems were solved long ago in astrophysics, for

the Earth one should not be limited to determining typical or

average values of the physical parameters, since the majority of

these can be considered as known for practically all regions of

the globe. For problems in physics of the Earth's atmosphere

and in meteorology, one needs information on the timewise and

spatial variations of these parameters. Determination of these

variations is connected firstly with rather strict requirements

as to accuracy of measurements of the corresponding radiation

characteristics. Secondly, it imposes additional requirements on

the technique of interpretation of the measurements, which reduces

in many cases to solving the inverse problems, which are incorrect

from a mathematical point of view (incorrectness means that

small errors in the measurements of the function f(x) can lead to

arbitrarily large errors in the quantities q(y) being determined,

and sometimes even the physical meaning of the latter is distorted).

These difficulties are aggravated by the fact that the unknown

and known atmospheric parameters responsible for the variations in

the measured characteristics of the radiative field vary in a

8



random manner in actual conditions. Therefore, for a valid

solution of problems of optical probing one needs tangible and

quite reliable information as to the nature of these variations,

particularly because one needs a priori information about the

solution itself, in order to make incorrect problems tractable.

Fortunately, the Earth's atmosphere has been studied more

thoroughly than the atmospheres of the other planets: there is a

large number of measurements of various meteorological elements in

different regions of the globe and over various time periods. The

optical characteristics of the atmosphere and the underlying

surface have also been measured. This information, represented in

the form of statistical characteristics of the vertical and

three-dimensional structure of the fields of meteorological ele-

ments and some optical parameters*, can be used as auxiliary data /13
in the solution of a number of problems in the optical probing

of the atmosphere. The aggregate of statistical characteristics

of the structure of atmospheric parameters determining the varia-

tions in the Earth's radiative field can be considered as an

optical-meteorological model of the atmosphere. The basic principles

in constructing a model, and examples of the structural character-

istics of such elements for which there is a sufficient number of

experimental data, will be described in detail in Chapter 3.

A proposed model of the atmosphere can be used not only to solve

the inverse problems considered as problems of determining specific

forms of the random function (y) from measurements of values of

another random function f(x). This model also allows us to

relate the structural characteristics of the atmospheric parameters

* Statistical characteristics of the spectral and angularl
structure can also be obtained for the optical parameters.
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to the statistical characteristics of vertical, three-dimensional,

angular, and spectral structure of the radiation model. The

corresponding relationships, which form the content of

Chapters 4 and 5, make it possible, on the one hand, to construct

a model of the Earth's radiation field which is congruent with the

optical model of the atmosphere, and, on the other hand, to

expand our understanding of optical probing by including the

problem of determining the structural characteristics of

atmospheric parameters from the structural characteristics of

the radiation models.

We note one further important property of the models con-

structed in this way: they allow us to obtain the best realization

of the complete necessary system of atmospheric and radiation

parameters of a particular situation from a finite number of

reliably measured parameters of this system.

The theory of thermodynamic processes in the atmosphere and

the long-term experience of ground-based, airborne and aero-

logical observations indicate that the basic elements of

global information which one must extract from radiation

measurements, must be, as before, the temperature, pressure,

humidity, cloudiness, wind speed and direction, composition of

the underlying surface, and precipitation, as well as

characteristics of energy flux in the atmosphere.

The need to obtain these parameters determines the choice

of the characteristics of the Earth's radiation field to be

measured by means of a satellite. Here one makes use of the

numerous results of previously conducted experimental and

theoretical investigations of the angular, spectral, vertical,

and spatial distributions of solar radiation reflected from the

Earth and of the planet's self radiation (some of the results are

10



considered in Chapters 1 and 2).

Of course, by no means all of the meteorological elements

listed can be determined at present from satellite measurements of

radiation characteristics. But radiation measurements are now

being conducted to determine some of them, and methods have been

developed to transfer from the directly measured quantities to

the desired parameters. An example is the problem of determining

the temperature of the underlying surface and of the clouds*

from measurements of the Earth's self radiation in the "transparent

windows" of the atmosphere at 8-12 or 10-12 pm. In these inter-

vals the self radiation of the underlying surface must be distorted

least by absorption and self radiation of the atmosphere. In

actuality, the transformation of the Earth's radiation is appre-

ciable even in the transparent windows and, which is very important,

it is difficult to calculate, since it is determined mainly by the

vertical distributions of atmospheric temperature and humidity,

and also by the aerosol component, which all fluctuate strongly with

time and place.
/14

Methods of calculating the transformation of the self

radiation of the underlying surface, using statistical character-

istics of the vertical structure of the temperature and humidity

fields, will be considered in detail in Chapter 8.

Clouds are responsible for appreciable transformation of

radiation from the underlying surface. If an optically dense

cloud lies in the field of view of an instrument, the radiation

* Allowing for the difference of natural surfaces from an i

absolutely black body, it is more correct to speak of the problem
of determining the radiation temperature of the underlying surface
and of the clouds.

11



temperature of its upper boundary, considered as an underlying

surface, will in fact be measured. However, for clouds which are

optically not dense enough, it is as yet difficult to resolve the

problem of calculating distortions of self radiation of the under-

lying surface by this mechanism. Clearly in this case one needs a

certain group of measurements to permit the absorption and the

self radiation of these clouds to be evaluated.

Of the other problems in optical probing,lthe most advanced

are problems in determining the vertical distribution of

atmospheric temperature and humidity from measurements of the

intensity of the Earth's self radiation,lin particular intervals

of the absorption bands of CO 2 at 15 Pm and of water vapor at

6.3 Pm (a similar problem can be set up also for the vertical

profile of ozone from emission in the 9.6 pm band). The appre-

ciable difficulties in solving these problems stem from the

need for the high measurement accuracy necessary to determinel

the variations of the vertical profiles. The precision of

measurements is also associated with the above-mentioned incorrect-

ness of the inverse problem, to which the determination of these

parameters reduces. In order to make the problem of determining

the vertical profile of temperature and humidity regular, one

makes use of a priori information in the form of statistical

characteristics of the vertical structure of the fields of

these elements. A detailed examination of the method of

statistical regularization is given in Chapters 6 and 7. One of

the most difficult problems in optical probing is to determine

the atmospheric pressure very accurately. It seems possible, at

first sight, to determine the partial pressure of the atmospheric

gases whose concentration varies comparatively little under

actual conditions, from measurements of reflected solar radiation

in the regions of the absorption bands of these gases and in the
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adjacent transparent windows, e.g., in the oxygen absorption band

at 0.76 pm or for carbon dioxide at 2.1 pm.

However, preliminary calculations show that the atmospheric

pressure cannot be determined with the necessary accuracy by

this method (e.g., from the reflected radiation in the oxygen

absorption band), since there are, in principle, a number

of difficulties associated with calculation of aerosol scattering

of radiation by the atmosphere or the clouds.

In the latter case, it is true that one can address the

problem of determining the height of the upper boundary of the

clouds as a function of the total mass of absorbing substance

contained in the total column of the atmosphere between the

reflecting surface and the absorbing one. If we assume that the

concentration of the absorbing substance (e.g., 02) is constant,

the height of the reflecting surface will be a single-valued

function of its mass. Chapter 9 deals with this matter.

We restrict ourselves in this book to the development of

methods for determining only the above-mentioned physical para-

meters of the atmosphere, since the corresponding experimental

work is presently being conducted, or is proposed, to allow the

methods to be tested and their effectiveness to be evaluated.

It should be noted that the methods of solving problems in /15

optical probing, as is true for other problems of the radiation

type, must be based on physically rigorous calculation of the

selectivity of radiation absorption by atmospheric gases in a

nonuniform and thermally layered medium, as well as on the use

of reliable data on the reflectivity and emissivity of natural

formations.
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In recent times, extensive investigations (although as yet

incomplete), both theoretical and experimental, of the absorption

characteristics of atmospheric gases have been conducted, as well

as of a number of other optical parameters of the atmosphere and

underlying surface. Some results of this kind, required to solve

the problems considered in this book, are presented in Chapters

1 and 2.

Besides accounting for the gaseous absorbing substance, to

solve almost all of the above problems, one must also take

account of the rapidly varying atmospheric aerosol component,

which will produce uncontrolled distortion of the radiation

characteristics used as original information. We cannot yet

list any basic methods for calculating this component, because,1

as yet, therelare no reliable results of measurements of aerosol

absorption, scattering, and emission or radiation in the

real atmosphere. However, it should be noted that it is a matter

of independent interest to determine the characteristics of an

aerosol, including the microstructure of aerosol and cloud forma-

tions from given angular and spectral distributions of solar

radiation reflected and scattered by clouds and the atmosphere,

and the subject is one of the important problems in optical prob-

ing. A first step in solving this problem is obviously to find

the statistical characteristics of the structure of the distribu-

tion of particles according to size and height of the atmosphere

and in clouds, and then to establish the relation between them

and characteristics of the angular and spectral structure of the

scattered radiation. Some suggestions of this kind will be

given in Chapters 3 and 4.

This is the kind of problem considered in this monograph, the

kind which can be solved from radiation measurements with

satellites. The book by no means deals with all of the possibili-

ties of using satellites for quantitative investigations of the
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lower layers of the atmosphere. There are, for example,

suggestions to determine the vertical distribution of air den-

sity from measurements of the phase and refraction angle of the

radiation using a system of satellites [23]. The actual possi-

bilities for solving this problem were considered by Tambrskiy

[24].

Rozenberg and Mullamaal[25] proposed a method of determining

the wind speed and direction above water surfaces from the

measurements of reflected radiation from the "bright tracks"

formed when there is sea swell (see also [26]). Methods are

proposed in [27, 29] for determining the dynamic characteristics

of the atmosphere, based on the use of radiation measurements

and cloud pictures, obtained by means of satellites. All these

topics are outside the limits of the above range of problems.

We note that the results of current works are definitely

important also for the theory of radiative transfer in the

atmosphere. As has already been mentioned, the space and time

variations of the Earth's radiation field and the associated

physical parameters of the atmosphere are obtained in solving

the problems listed above. Since the final result is to estab-

lish a relation between the radiation characteristics of the

atmospheric parameters, one needs to find a new approach to the

investigation of radiant energy transfer in the real atmosphere.

It must differ from the transfer mechanism usually considered in

a medium in which the parameters describing absorption, scatter-

ing, and emission do not vary, or correspond to some specially

chosen situation. To investigate the Earth's radiation field

and to solve problems by means of radiation measurements on

satellites,l one should already extend consideration beyond /16

fixed models of the atmosphere, since in actual fact a rapid

interchange of different atmospheric states is observed, and
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each situation is described by some set of random functions which

describe the corresponding atmospheric parameters.

The approach suggested in this book towards the theory of

radiative transfer in the atmosphere is that the atmosphere is

considered as a certain "dynamic" system with parameters either

given or subject to definition by deterministic or statistically

distributed parameters (the coefficients of absorption and

scattering, the concentration of absorbing and scattering substances,

the temperature, etc.). A certain deterministic or random

signal with parameters given or with known statistical character-

istics (flux of solar radiation, self emission of the underlying

surface, flux of radiation reflected from clouds, etc.) comes as

input to the system. The output signal, recorded by a measuring

device, will be transformed in accordance with the distribution of

parameters of the system itself and with operations on the input

signal which describe the physical mechanism of radiative transfer'.

In this approach the direct problem in the theory of radia-

tive transfer in the atmosphere can be dealt with as follows: the

characteristics are given for a deterministic or random function

reaching the input of a system with given parameters (an optical

and meteorological model of the atmosphere), which may also be

deterministic or random functions, and one must determine the

characteristics of the random function at the system output (model

of the Earth's radiation field). The inverse problems of

radiative transfer theory consist in determining the deterministic

or random functions of the input signal or the characteristics of

the system itself from the characteristics of deterministic or

random functions given at the system output.

General methods for solution of problems of this kind are

well developed in areas of science where one is concerned with

transformations of random parameters of systems which permit
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random perturbations of input signal. We shall use these

methods to establish the relations between structural

characteristics of the Earth's radiation field and the physical

parameters of the atmosphere. The corresponding range of

topics is the main content of Part I. The use of certain

structural characteristics in solving the inverse problems will

be considered in Part II.

Finally, we note that a number of theoretical relationships

given in this book have been verified experimentally in measured

data on the characteristics of the Earth's radiation field

obtained by means of aircraft, balloons, rockets, and satellites,

including the satellites Kosmos 149, Kosmos 243, and Kosmos 320

[30,31], and also the American Tiro and Nimbus series of

satellites. Some results of these comparisons are included in

appropriate sections of the book.
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PART 1

STRUCTURE OF THE EARTH'S RADIATION FIELD

CHAPTER 1

FIELD OF REFLECTED SOLAR RADIATION

§ 1. Mechanism for Conversion of Solar Energy in the Atmosphere /17 1

1.1. Basic Conversion Processes

The conversion of solar radiation in the atmosphere, which

is practically all concentrated in the spectral interval 0.2 - 4 pm,

results from the following basic processes: scattering by air

molecules (molecular or Rayleigh scattering): scattering in

clouds and by aerosols: dust, water droplets, ice crystals

(aerosol scattering): absorption by molecules of atmospheric

gases: water vapor, carbon dioxide, ozone, etc. (selective

molecular absorption): absorption by water droplets, ice

particles or other aerosols, which can be regarded as diffuse

and molecular and atomic absorption of solar radiation, due to

dissociation of air molecules and emission of atmospheric

formations. In addition, solar radiation is absorbed, reflected,

and scattered by different kinds of natural underlying surfaces

(soil, water, snow, vegetation).

These processes lead to a change in the spectral composi-

tion of solar radiation in the atmosphere, namely that, as a

result of molecular and aerosol scattering, the absolute value

of the incident energy changes and there occurs a redistribution

in direction and in space. As a result of absorption, part of

the Sun's radiant energy is in general eliminated from some of
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the spectral intervals (sometimes even completely) and is re-

radiated in others. A general idea regarding the transformation

of the spectral composition of solar radiation reaching the

Earth's surface, and concerning the factors responsible for these

changes, can be obtained from Figure 1.1. As a result of

scattering in the atmosphere and in clouds, and also of reflection

from the underlying surface, part of the solar radiation is re-

turned to outer space,,having in the meantime undergone transforma-

tion.

Thus, a "field of reflected solar radiation" is formed in the

terrestial atmosphere (in meteorology, this radiation is called

short-wave) in the sense that a parallel ray of solar energy

of definite spectral composition, uniformly illuminating the top

surface of a layer of the atmosphere (which we will still consider

as flat,neglecting the Earth's curvature), is spectrally changed

and scattered in all directions in accordance with the laws of

absorption and scattering. Here, as a result of the vertical

nonuniformity of the atmosphere, and also because of the varia-

tion in concentration of absorbing material along the path of

propagation of the radiation, the spectral and angular distribu-

tion of the latter will depend on the height of the observer above

the Earth's surface.

In addition, because of the horizontal nonuniformity of

the atmosphere, the cloud cover, and the underlying surface,

the spectral, angular, and vertical distribution of the trans-

formed solar radiation will vary in space*. Finally, the regular

Y The differentiation between the vertical and horizontall

(three-dimensional) variations, adopted in atmospheric physics and

meteorology, is connected with the difference in scales of the

atmospheric processes in these directions.
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Figure 1.1. Spectral distribution of solar radiation: the

absorption band of atmospheric gases are shaded 1- black body

radiation at T = 60000 K;12- solar radiation outside the

atmosphere; 3- solar radiation at the Earth's surface at

= 600; 4- solar radiation at c = 600, reflected by the Earth

to the zenith (6 = 0, A = 0.8)

and random variations of all these factors with time will result /18

in corresponding variations of the radiation characteristics.

Therefore, the field of solar radiation in the Earth's atmosphere

will have a complex spectral, angular, vertical, three-dimensional,

and timewise structure. To describe it, one needs obvious

relations between the characteristics of the radiation fields

and the fields of the physical atmospheric parameters, clouds,

and underlying surface, responsible for the conversion of solar

radiation, and in these relations one must take into account,

with sufficient economy, the multitude of conditions experienced

in the atmosphere.

Proceeding to an investigation of the structure of the field

of short-wave radiation reflected by the Earth to outer space, we

consider first some results of calculations of radiation

characteristics for particular models of the atmosphere and the

underlying surface, as well as measured data on these character-

istics under atmospheric conditions, as far as possible congruent

with the conditions of the model calculations.
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The object of this investigation is to obtain data on the

range of variation of the characteristics examined under various

conditions, which can then be used directly in investigating the

structure of the radiation field, and also in solving a number

of practical problems, e.g., in building measuring equipment.

One of the main tasks of the present chapter is to survey,

compare, and to some extent systematize the presently available

data on the field of reflected solar radiation, and also to

recommend a method for determining the most representative of its

characteristics.

Another task of this survey is to analyze existing measure-

ments and calculations of the characteristics of reflected

radiation, simultaneously with an analysis of the physical para-

meters. This will allow us to gather information on the field

of reflected radiation in some of the spectral intervals, i.e.,

to make it possible to determine the physical parameters which

play a basic role in the formation of the radiation field.

Finally, we will examine ways of departing from the

traditional model of a plane-parallel atmosphere when taking

into account the sphericity of the Earth and the horizontal

nonuniformity of the underlying surface, and also methods will be

suggested for accounting for the non-orthotropic features of the

latter.

In the survey, we shall not deal with investigations of

radiative transfer in clouds, since this question has been

examined in sufficient detail in the monograph by Feydel'son [7].

However, contemporary data on the optical parameters of the

atmosphere and clouds, which allow us to improve on the character-

istics of the Earth's radiation field for particular spectral

intervals in cloudy conditions, and to verify the theoretical /19
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models assumed in the calculations, will be used in solving

particular problems of optical probing.

1.2. Statement of the Problem and Basic Euations

For most of the problems considered in this book, the

atmosphere can be regarded as a plane-parallel layer whose

upper surface receives parallel rays of solar radiation,

scattered and absorbed in the layer, while the lower boundary

extends to the underlying surface, which reflects radiation

according to a given law*. At each point z of the atmospheric

layer,ithe radiation field can be described in terms of the radia-

tive intensity IV(z,r), of frequency v, propagating in the

direction r, which is determined by the zenith and azimuthal

angles 6 and i (Figure 1.2). As is usual (see, .g.,I[B.9]),1we

shall distinguish between the field of ascending or outgoing

radiation, for which 0<'O n/21 (the intensity depends on positive

values of r, generating directions in the upper hemisphere), and

the field of descending or incoming radiation, for which n/2dO n

(the intensity depends on negative values of r, generating

directions in the lower hemisphere).

For the atmospheric model considered, the radiation field

will be described by the following system of integral-differen-

tial equations and boundary conditions:

Other sources of short-wave emission can also exist in thel

atmosphere, for example, the self-luminosity of the atmosphere.
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Z=oo

Figure 1.2. Diagram showing propagation of
solar radiation in a plane-parallel atmos-
pheric layer

fjor the ascending radiation

01, (., r)
cos 0 z = - [ a, (z) + c, (z)] I, (z, r) +

+i [ s I(z, r') (z; r, r') do' + I(z, -- r') T (z; r,'-- r') d +/ (1.1)
+ -

+ f)(z, r);

I(O, r)= I(O, - r') R,(r, - r')cosO' dc' +/( (0, r); (1.2)

for the descending radiation

o Il (z, - r)
cos at - [a1 (z) + ov (z)] I (z, - r) +

+ (z) I[ S (z, r') 7(z; -r, r')d ' 4 I(z, -r')Tv(z; -r,.-r')dc']+ (1.3)

-F A'(z, - r);
(1.14)I( (oo,- r) = nS,6 (0 - 0) 6 (p - ) (1.4)

Here av(z)i and ov(z) are the volume coefficients for absorp-

tion and scattering of monochromatic radiation: Yv(z;r,r) is a

scattering index;j Rv(r,r) is the coefficient for reflection at the

underlying surface;j fi(z,r) , f2)(0, r) are certain functions describ-

ing the distribution of radiation sources in the atmosphere and

at its lower boundary; S is the solar constant; 6(0 - 0) and

6(p --pe)lis the delta function ( 0,1®i are the zenith distance and

the azimuth of the Sun); the integration in Equations (1.1)-(1.3)
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is carried out over the top (+) and bottom (-) hemispheres; dw' isl

the element of solid angle. If we replace the angles 0 corres-

ponding to the lower hemisphere by .a--O in Equations (1.3)-(1.4),I

then all the rays will form acute angles with the vertical z-1

axis, and all directions will be positive in Equations (1.1)

and (1.3). /20

Since we are mainly interested, in this book, in reflection

of radiation from the Earth, we shall consider characteristics

of ascending radiation. When confusion can arise, we shall

denote intensity of the ascending radiation by I,/ and that of the

descending radiation by Il, omitting the minus sign for r.1

The limitations which are imposed in using these equations

to describe radiative transfer in the actual atmosphere are as

follows:

a) The curvature of an atmospheric layer is not accounted

for, which can lead to considerable errors in considering large

angles 0 and CI (in §8, Chapter 1 we described some methods of

calculating reflected radiation, allowing for the sphericity of

the Earth);

b) We neglect radiation sources located within the atmos-

phere; self radiation, which is in fact small in the short-

wave spectral region, and self luminosity of the daytime atmos-

phere, which, generally speaking, can play an appreciable role,

particularly in narrow spectral intervals;

c) No account is taken of horizontal nonuniformity, both of

the medium itself, and of the underlying surface.
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While limitations a) and b) do not play a large part for

many problems in atmospheric physics, in which one is required to

calculate solar radiation, limitation c) leads to a severe

idealization of the atmospheric model, mainly because of the

presence of clouds, nonuniformity in the underlying surface, and

variability in the aerosol situation in the atmosphere. Below

(57, Chapter 1) we consider methods of computing the horizontal

variations of optical characteristics of the underlying surface

or of the clouds, and we point out the errors which then arise

in solving Equations (1.1) - (1.4) in the horizontally uniform

atmospheric model.

By assigning physical parameters of the problem (av,a ,y,R,,!J

Sv,f ),\ and using the system of Equations (1.1) - (1.4), we can

determine the intensity of short-wave radiation as a function

of all the arguments considered. However, actual solution of

this problem encounters great difficulty, due to the absence of

reliable data for the majority of the parameters listed, and,

what is more important, due to their large variability under

actual conditions. In addition, the coefficients of absorption,

scattering, and reflection are rather complex functions of v, z,

and r, and they are even unknown for a number of terrestial

objects.

These circumstances generally cast doubt on the possibility

and feasibility of solving a rather cumbersome system of Equations

(1.1) - (1.4) for the diverse conditions encountered in the

atmosphere. In addition the strong variation of the reflected

radiation field under actual conditions requires a skillful

approach to the choice of appropriate experimental investigations.

One needs to conduct a group of photometric and spectrometric

investigations of the solar radiation field in the atmosphere and

of the optical characteristics of the medium which would permit

determination of the optimal number of parameters describing the
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variability of the radiation field and of the optical properties

of the atmosphere. In parallel with this, one must search for /21

optimal parameters, based on theoretical investigation of the

radiation field and similar experimental conditions.

As has been mentioned, these parameters can be determined

from the investigations of the statistical structure of radia-

tion fields and fields of the atmospheric and physical parameters

(see Chapters 3-5).

§ 2. Optical Parameters of the Atmosphere

Before going on to consider the radiation characteristics

obtained from various models of a scattering medium, we shall

make a short survey of the basic optical parameters of the

atmosphere which determine the field of solar radiation reflected

by the Earth. The survey includes contemporary data from measure-

ments and calculations of these parameters which will be used to

some extent in the problems listed in the Introduction.

2.1. Scattering Coefficients

The scattering coefficient of the atmosphere a, which des-

cribes the attenuation of radiation due to scattering by air

molecules and impurity particles is the sum

ax= a%+ bx (1.5)

of the molecular (a,) and the aerosol (b,)l scattering coeffi-

cients. The molecular scattering coefficient is given, with

good accuracy, by the Rayleigh formula

32t3 (n - 1(1.6)

where n is the refractive index (for air n = 1.000278); N0 =

2.687.1019 cmr3 is the Loshmidt number; X= 104/v is the wavelength,

Pm (v, cm- 1 ).
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The spectral behavior of a for the dry, absolutely pure

atmosphere is shown in Figure 1.3a, from the calculations of

Penndorf [1]. The dependence of a on height for the isothermal

atmosphere is given by the exponential function

ax(z)= ax(O)e - 1 z (c =  0.25 km-l) (1.7)

Allowance for vertical variations of atmospheric temperature

leads to an increase of a, to a value which is no more than 8%

greater than the isothermal scattering coefficient with a tempera-

ture gradient of 60 /km.

The variations of the scattering of solar radiation in the

atmosphere are associated to a large degree with the variation

in the aerosol scattering coefficient which, in contrast to

the Rayleigh coefficient, depends in a rather complex manner on

the wavelength and height, as well as on the nature of the

particles and their size distribution. There are no reliable

analytical methods to obtain these relations, apart from the

case of spherical particles, for which the theory for scatter-

ing of radiation has been given in monographs by Shifrin [B.5] and

Van de HulmsI [2]*.

For this reason experimental investigations of aerosol

scattering coefficients were undertaken under various meteorologi-

cal conditions (see, e.g.,\[4-8]). Figure 1.3 shows typical /22

kinds of spectral distributions of the coefficients BNi obtained

by Georgiyevskiy][8] by averaging over a sufficiently large number

of measurements of transmission in the ground layer of the

,On the basis of this theory Shifrin, et al. [3] performed

comprehensive calculations of the scattering coefficient and other

optical parameters.
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Figure 1.3. Spectral behavior of by a- for different
conditions of turbidity of the ground layer of air,
according to [8]; b- approximation by formulas of
type (1.8); 1- in the ground layer [8]; 2- above a
water surface [7]; 3,4- corresponding mean-square
deviations of the scattering coefficients 6b

atmosphere at the Zvenigodsk scientific base at the IFA (similar

curves of b were calculated by Koprova[9]jfrom the measurements

of Knestrik, et al. [7] above a water surface). The curves show

that there is no universal relationship of the type

b=b()n ( = 0.55 ium) (1.8)
\ ,0

in the atmosphere, such as normally describes the spectral

behavior of the aerosol scattering coefficient. While it is

possible to obtain this kind of approximation for the severely

averaged empirical curves of bx, however, as can be seen from

Figure 1.3b, the parameters of Equation (1.8) depend on the

conditions of observation. For example, over dry land

b0 = 0.28 km- 1 , n = 0.43 from the data of [8], while over water

b0 = 0.18 km-1, n = 0.9,1 from the data of [7].

There are also serious difficulties in in investigating the

radiation field of scattered solar radiation, associated with

the lack of reliable information on the vertical distribution
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of the aerosol scattering coefficient. It has been shown, from

the results of airborne probing of the vertical transmittance

of the atmosphere in [6], that one can use an exponential varia-

tion of bN with height of the form

b\ (z)'= b, (0) e-Oz, (1.9)

where 8 varies in the range 0.5 - 1.5 km - 1 . However, in actual

fact there are considerable irregular deviations from Equation

(1.9), and a layered structure for the scattering coefficients

b,(z)is observed. As can be seen from Figure 1.4, which shows

curves of the vertical distribution of bx(z) for X= 0.5 and 0.7p

obtained by Koprova [10]1by averaging determinations of bx(z) for

winter and summer [6], there is a sharply defined three-layer

structure (sometimes two-layer) for the aerosol scattering

coefficient, when one approximates it by three exponential

functions (or two when appropriate), e.g.:

Sb, (0) e-0, O z < z,; 1.5 kmj

bx (z) = bx (z1) e-0, (z-z,), z1 < z < z2 z 3,5 km,
b), (z2)e-. (,-z , z2,<z < kmC (1. 0)

The parameters of Equation (1.10) for the curves of Figure 1.4

are shown in Table 1.1. /23

TABLE 1.1 *

Parameters = 0.5 Pm X = 0.7 Pm

km-1 Winter Summer Winter Summer

bX (0) 0,22 0,17 0,22 0,105
b, (zI) 0,038 0,053 0,022 0,037
b, (z2) 0,017 0,022 0,007 0,012

Pa 1,18 0,87 1,60 0,71
P1 0,40 0,44 0,58 0,54
P2 0,22 0,24 0,23 0,27

* Translator's note: Commas in numbers represent decimal points.
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Figure 1.4. Approximation for b X by formulas of type (1.10) from
data of [6]; X= 0.5 m; 1- summer; 2- winter; X = 0.7 pm;
3- summer; 4- winter; 5, 6 -distribution of relative aerosol
concentration (in Leningrad) according to [11] for the hot and
cold half-year periods, respectively

The layered structure of the scattering coefficient agrees

with the nature of the vertical distributions of aerosol concen-

tration N, presented by Selezneva [l].

Formula (1.10) is applicable for the troposphere. The
scattering coefficients can be extrapolated to great heights by
means of the aerosol scattering model proposed by Rozenberg, et
al. [12]. As can be seen from Figure 1.5, the curves of bX 2), /24

in the troposphere and stratosphere are in satisfactory mutual
agreement, and also with the average curve of the Elterman model

[13]. The presence of large variations in the vertical profiles
bX(z) of random nature points to the need to include physical

and statistical methods describing the vertical structure of the
aerosol scattering coefficients, as was done for the spectral
relations.
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Figure 1.5. Vertical distribution of the aerosol scattering
coefficient 1,8- projected soundings [32,33]; 2,7- aircraft

measurement [32,6]; 3,5- observations from space vehicle [32];
4- calculation from aircraft data; 6- twilight soundings [32];

9- Rayleigh scattering. The figures on the curves indicate
the wavelengths in pm:
I - Scale 0.42; 0.45; 0.48; 0.5; 0.55;
II- Scale 0.57; 0.68; 0.7

2.2. Transmission Functions

The molecular absorption by atmospheric gases,.which plays

a part in radiative transfer in the atmosphere, can be divided

into continuum (or diffuse) and selective.

The continuum absorption is connected either with practically

unresolved lines in certain regions, e.g., absorption by 03 in

the Hartley-Huygens bands at 0.2-0.35 Pm [14]), or with the

effect of wings of strong lines.

Recently Dianov-Klokov [15] observed diffuse absorption in

the atmosphere by the short-lived groups [0212 and [02 - N2 ],

which was comparable with the absorption by 02 and 03 molecules

(apart from the bands at 0.69 and 0.76 im, in which absorption is

associated only with 02 molecules).
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The diffuse absorption in Equations (1.1) - (1.4) can be

described, to a high degree of accuracy, by monochromatic absorp-

tion coefficients. To determine the transmission functions

describing attenuation of radiation at a given frequency in the

diffuse absorption region, one can use the Bouguet law

Pv (m) = e-m, (1. 11)

where k is the absorption coefficient and m is the mass of absorb-

ing substance per unit length, reduced to normal pressure and

temperature.

Calculation of selective gas absorption requires considerably

more effort, since this absorption experiences strong variations

in narrow spectral ranges, while the monochromatic absorption

coefficient k is determined by superposition of a large number

of lines, whose shape, intensity, and half-width depend on the

pressure and temperature of the absorbing medium. Selective

absorption is also described by a transmission function, which

has the form, for a homogeneous medium.

Pa,(m)= - mdv. (1.12)AV v d i

Here

N

k.= 2k,(v)

is obtained by summation over N lines, for which the overlap /25

for k is allowed for at the given frequency v; Av is the
v

averaging frequency interval; and ki (v) is the absorption

coefficient of the i-th line.

For a homogeneous medium

exP -- O () du dv, (1.13)
Av 0
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where k depends on the medium pressure and temperature, and

also on the concentration of absorbing material.

Until recently the calculation of selective absorption of

atmospheric gases was done by constructing idealized models of

the absorption bands, which allowed us to describe the spectral

behavior of the transmission functions in terms of a compara-

tively small number of parameters. The most widely used is the

Elsasser model, applicable for bands with sufficiently regular

structure (see,je.g., [B.21). According to this model, the

transmission functions can be represented in the form of the

integral

P(y) =1- -shi exp (- tchP) Io(t) dt, (1.14)
0

where p = 2anv/d; y = Sm/dshp ; S and y are the intensity and the

half-width of a line whose profile is given by the Lorentz

formula

s i (1.15)
n (v--Vo) + r '

d is the distance between the lines; I01 (t) is the Bessel func-

tion of imaginary argument; and v ° is the line center.

If y4dl (i.e., pl)i , then

P=2-- (/) (1.16)

where l= 2nSv/d2 is a generalized absorption coefficient and

o (x)I=e dt

is the probability error integral.
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Equation (1.16) is also applicable for a nonuniform atmosphere,

if one replaces the true mass of absorbing material by the so-

called effective (or reduced) mass

me =S (zl) P x dzj, (1. 17)

where p0 (z); is the density of the absorbing material; p (z), po

are the pressures at levels z and at the Earth's surface; 0<x l11

For absorption bands which have an irregular structure, it

is desirable to use the Good statistical model [B.8], which is

based on the assumption that the positions and intensities of

absorption lines are random in nature, given by certain a priori

distribution functions.

Extensive calculations of transmission functions for water

vapor and carbon dioxide in the spectral range 500-100,0001 cm-1

have been made by Plass, et al. [16,17], using a quasi-statistical

model of molecular absorption bands (a random line distribution /26

is assumed only in a rather narrow spectral interval in comparison

with the averaging interval). These calculations embraced quite

a wide range of pressure (p = 0.01-1 atm), temperature (T = 200,

250, and 300 K) and mass of absorbing material (0.001-5 cm H20 and

0.2-10,[000 atm.lcm of C02). The transmission functions were

averaged over the different spectral intervals from 2.5 to 100 cm- 1

(in [16,17] only data for Av = 50 and 100 cm- 1 were used).

The results of the calculation (Figure 1.6, Curve 1) were

compared with measured data for the transmission functions ob-

tained in [18] (Curve 2) with a somewhat different spectral

resolution. It can be seen that in specific cases (e.g.,Ifor

the H20 bands) the agreement of the curves cannot be considered

satisfactory.
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Figure 1.6. Examples of comparison of transmission functions
a- H2 0 band at 1.8 Pm (p = 765 mm Hg, m = 0.0483 cm in the ex-
periment; p = 760 mm Hg m = 0.05 cm in the calculation);
b- C02 bland at 4.3 1pm(p = 137 mm Hg, m = 0.195 amm cm); la, lb-
calculations of [20] and [21], respectively; 2- experiment [23]

Andreyev anPokrovskiyI [19], who made a similar comparison

of the calculations [16,17] with data from laboratory experiments

of [18] and [20], also observed substantial differences between

the theoretical and experimental transmission functions.

The lack of reliability in calculating the selective ab-

sorption using band models has led investigators to seek empi rical

representations of spectrally averaged transmission functions for

atmospheric gases.

If the averaging interval Av spans the entire absorption

band, as was done in the initial work of Howard, et al. [21],

then the transmission functions can be described by a small

number of parameters, which are obtained by approximating to the

integral absorption

by the formulas: A= e(1-e~,m dv

for weak absorption

A -ecm'(p + p)k' (1.18)
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for strong absorption

A '= C + D log m + K log (p + p.). (1.19)

Since formulas of type (l.19)lcan lead to absurd results for

large m, another approximation was suggested in [22] for the inte-

grated transmission functions P= 1--(A/Av)l :

P (, p) = exp[- ao (p) ml-k* (P)]. . (1.20)

The parameters ao and ko for the water vapor bands of mH20 (in cm),

m C0 2 and m0  (in atm. cm) are shown in Table 1.2. We note that the

parameter ko is practically independent of pressure and mass, and is

close to the value 0.5 for small m and p (the "square root" law).

However, for strong absorption bands ko varies when one goes to

large mass. On the other hand, the parameter co depends strongly

on p, in fact

e (P) = s (o (1.21)

where a jis the value of aolat normal pressure po; and 601 is a /27

constant whose values are given in the table for each band. For

certain bands 60 1-ko, so that Equation (1.20) can be rewritten

in the form

P (m) = exp -o m
()= - o(m (1.22)

i.e., the transmission function for these bands depends on the

product of mass and pressure.

Recently new experimental and theoretical data have appeared

on transmission functions forlatmospheric gases. These functions,

which are averaged over quite narrow spectral intervals Av or

measured with a specific spectral resolution, were obtained both
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TABLE 1.2 *

Band Para- P,mbar.
centers meters
X, P; 1 1 10 50 t0o1200 1400 600 800 1000

0,94 ao 0,03 0,04 0,05 0,08 0,10 0,12 0,14 0,16 0,18 0,19
(6o= 0,28) ko 0,50 0,51 0,49 0,49 0,49 0,49 0,49 0,49 0,49 0,48
1,1 ao 0,03 0,05 0,06 0,09 0,11 0,13 0,16 0,18 0,19 0,21

(8o= 0,27) ko 0,49 0,50 0,49 0,48 0,50 0,49 0,50 0,5 0,48 0,47
1,38 ao 0,12 0,19 0,24 0,39 0,48 0,64 0,74 0,89 0,96 1,18
(8o= 0,30) ko 0,48 0,50 0,48 0,48 0,49 0,49 0,48 0,46 0,48 0,47
1,87 ao 0,16 0,25 0,28 0,51 0,67 0,82 0,98 1,10 1,30 1,38

ko(m < 0,01) 0,48 0,48 0,49 0,47 0,47 0,47 0,48 0,49 0,47 0,45
(8o= 0,29) ko(mnt0,01) 0,63 0,65 0,'64 0,72 0,71 0,71 0,71 0,72 0,72 0,70
2,7(H0) So 0,38- 0,54 0,61 0,82 0,92 1,03 1,16 1,24 1,30 1,35

(6o= 0,18) ko(mn < 0,01) 0,48 0,47 0,49 0,47 0,46 0,46 0,49 0,49 0,47 0,50
ko (m > 0,01) 0,68 0,47. 0,70 0,70 0,70 0,70 0,70 0,70 0,70 0,70

6,3 ao . 0,41 0,61 0,71 1,00 1,15 1,34 1,56 1,72 1,84 1,92
(8 = 0,22) . ko 0,62 0,68 0,68 0,69 0,69 0,70 0,70 0,68 0,68 0,68

.9,6(O) ao 0,10 0,22 0,30 0,52 0,62 0,71 0,77 0,80 0,83 0,85
(6 = 0,31) ko 0,48 0,47 0,47 0,58- 0,60 0,63 0,66 0,68 0,69 0,69
15 (CO,) so 0,36 0,56 0,66 0,92 1,12 1,35 1,55 1,80 1,95 2,05
(6o= 0,23) ko 0,66 0,71 0,71 0,74 0,77 0,78 0,78 0,75 0,73 0,70

* Translatorts note: Commas in numbers represent decimal points.)

for media with constant pressure and temperature along the

radiation path under laboratory or natural conditions (in the

ground layer of air), and also for a nonuniform atmosphere. The

results of extensive laboratory measurements, presented in [18,20],

have allowed empirical formulas ofitype (1.20) to be obtained

which are quite a good approximation to the transmission functions

for H 2 0 and CO 2 for a uniform medium in narrow spectral intervals.

The spectral behaviors ofithe parameters a 0 and ko so derived

from the data of [23] have been published in [22].
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For a nonuniform medium one can use Equation (1.20) for the

reduced mass of absorbing material (1.17), and the parameter nI
which, in general, depends on Av, is taken as constant in [201

for the whole of a given absorption band.

The data presented indicated that Equations (1.20) and (1.22)

give quite a good description of the transmission of atmospheric

gases in the entire range of change of mass of absorbing material

and atmospheric pressure ordinarily used in practice. However,

the use of these formulas with empirical parameters obtained from

laboratory measurements to describe radiation absorption in the

real atmosphere (both in the uniform ground layer, and in a

nonuniform air column) requires experimental verification,

especially for gases whose relative concentration varies along the

light path. Such a verification was done from data on trans- /28

mission measurements in the ground layer of the atmosphere for

the spectral region 0.3-1 pm in [8], and for the spectral region

1-5 Pm, in [24,25].

Examples of comparison of natural (Figure 1.7, Curve 1),

laboratory (Curve 2), and theoretical (Curve 3) transmission

functions for the 4.3 pm CO 2 absorption band, for the two values

of the ray path length L01, are shown in Figure 1.7. (It is

interesting to note that the considerable discrepancies in

the long-wave wing of the 4.3 Pm CO 2 band are due to absorption

of radiation in the nitrous oxide band at 4.5 pm, which was not

taken into account in the calculations, nor in the laboratory

experiments.) Similar comparisons for the 0.76 pm 02 bands are

considered in Chapter 9.

A check of the empirical formulas for a nonuniform atmos-

phere is complicated by the absence of reliable measurements both

of the transmission functions, and of the concentration of

absorbing material. In addition, when one goes to effective
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band of 4.3 pm 25:

a- Lo = 777 m; b- Lo = 1909 m; 1,2- field and laboratory measure-
ments, respectively; 3- calculations

masses or pressures in this case one has no assurance that

additional empirical parameters are not required, dependent on

the spectrally averaged interval and on the height of the

observer, which greatly complicates the use of empirical formulas.
Another difficulty in using empirical formulas obtained for some

fixed spectral resolution is that different spectral resolutions

are required in practice. In any case a number of contemporary

problems of atmospheric physics, in particular, inverse problems

(see Part II of this book), requires precise data on atmospheric

transmission in narrow spectral ranges.

These circumstances have been one reason for using direct

methodsr difcalculatin usig atmospheric gas transmission functions,

based on molecular absorption band coefficients, describing the

intensity and half-width of lines, as well as the shape of the

lines. These calculations, which require the use of high-speed

computers, are done for some practically achievable range of

variation of mass of absorbing material and pressure in a uniform

medium, or for different levels in a nonuniform atmosphere,

while the relative concentration of the absorbing substance is

constant. Such calculations of transmission functions in a
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uniform medium at several values of mass and pressure of water

vapor have been performed, for example, in [26] for the 2.7 Pm

H20 band.

As can be seen from Figure 1.8, which shows a comparison of

calculated and measured transmission functions taken from a

balloon at a height of 13.7 km with a Sun zenith-distance of

710, somewhat better agreement is obtained than in the model

calculations, although there are noticeable differences, as be-

fore, in individual sections of a band. The authors of [26] were

obliged to choose particular values of water vapor concentration

and effective pressure to achieve satisfactory agreement. There-

fore, on the basis of this comparison, one naturally cannot

draw any conclusions as to the reliability of the parameters

assumed in the calculations.

In order to increase the reliability of these calcula- /29

tions, the system of molecular constants must produce good

agreement between calculated and experimental transmission

functions, for both a uniform and a nonuniform medium, in either

laboratory or natural conditions. We used the above approach in

calculating transmission functions for the 0.76 pm band of 02

(see Chapter 9).

Thus, having computed transmission functions with rather small

spectral averaging, one can use these in three cases, namely, when

the required spectral resolution does not exceed that assumed

in calculating the averaging interval; when the medium and the

absorbing substance have constant pressures and temperatures; and

when the relative concentration of absorbing substance is constant,

although the medium can be nonuniform.

However, this becomes impossible, if the relative concen-

tration of absorbing material varies along the ray path (e.g.,j
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Figure 1.8. Comparison of transmission functions for H 0 in the
2.7 pm band, according to [19] p = 0.0691 atm; m = 0.0030 cm;
T = 217' K; 1- theory; 2- experiment

for water vapor). In this case one must calculate transmission

functions for average distributions 'of humidity and temperature,

and express the variations in transmission in terms of the

statistical characteristics of the vertical structure of the fields

of these elements (see Chapter 3). We note, finally, that the

question of aerosol absorption, for which some evaluations were

made in [27-29], has not as yet received much study.

2.3. Scattering Index_

As can be seen from the radiative transfer Equations (1.1)-

(1.4), the scattering index y(z, ) which depends in quite a complex

way on z and p in the real atmosphere, plays an appreciable part

in forming the radiation field. In addition, the index varies so

strongly as a function of the aerosol particle size distribution,

(and also of the shape), that it is practically impossible to

calculate y in every specific case by Equations (1.1) - (1.4).

Considering that the scattering index meets the greatest diffi-

culty when one solves the transfer equation, it is appropriate to

evaluate its actual effect on the angular structure of the solar

radiation field.

One important step in this direction is to clarify the

dependence of the radiative intensity I on the model scattering

indices assumed in calculations, which allows us to represent

possible range of variations of I and to identify the ranges of
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scattering angle or spectral interval for which the index has a

substantial effect. These relations will be examined below

(see § 3) for the scattering indices measured by Foitzik and

Zschack [30], in the ground layer of the atmosphere for different

visibility ranges L (Figure 1.9).

A determination of the connection between an index and the

angular distribution of radiation should be accompanied, not

only by quantitive characteristics (e.g., the authors of [31]

classified indices according to the degree of their asymmetry),

but also sufficiently detailed criteria on the physical state

of the atmosphere for which the measurements are made. /30

Thus, based on a classification of scattering indices, ob-

tained for diverse conditions in the ground layer [32-34]*,

qualitative physical characteristics of the turbidity of the

atmosphere have been determined. Also, empirical relationships

were used in these references, connecting the indices with the

scattering coefficient and with the particle size distribution

functions. In addition, knowledge of a number of statistical

characteristics of the angular structure of the indices allows

us\ to evaluate quantitatively the variation of the scattering

index in the ground layer of the atmosphere (see Chapter 3).

It is quite a complex matter to determine the variation with

height of a scattering index, since measurements like these

require the measuring equipment to ascend (it is very clear

that ground measurements [4, 35] give a scattering index which

is averaged for the entire atmosphere).

* We recall that [33] obtained matrices for scattering of light
in the ground layer, and [34] gave the halo part of the index.
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Figure 1.9. Scattering index, Figure 1.10. Vertical behavior
according to [331 of characteristics of the
1- L = 5 km; 2- L = 20 kn; scattering index for the
3- L = 100 km, Y is the atmosphere according to [36]
scattering angle 1-3- X = 0.635; 0.554 and

0.444 Pm

The most reliable data on the vertical distribution of

the scattering index up to a height of 17 km were obtained in [361

from airborne measurements of the brightness of the sky. An

example of these measurements is given in Figure 1.10 (y is in

relative units; Y = 500).

2.4. Reflectance of Natural Surfaces

The reflection of solar radiation plays a decisive role

in the formation and the variation of the Earth's radiation

field, since the reflectance of the ground surface and of cloud

formations varies from 2-3 to 80-90%, both because of difference

in the types of natural surfaces and type of clouds, and also be-

cause of the uncontrolled variation of the structure of these

surfaces with time and place.

The spectral behavior of the reflectance in the visible and

the IR ranges is also very variable, as was shown in [37-39]. An

idea of the spectral dependence of the brightness coefficient of

a number of natural surfaces can be obtained from Figures 1.11

and 1.12.
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Figure 1.11. Spectral behavior Figure 1.12. Spectral behavior
of the brightness coefficient R of the brightness coefficient
in the visible and near IR, in the IR region of the
according to [37] 1- soil; spectrum, according to [38]
2- grass; 3- forest; 4- snow; 1- soil; 2- grass;
5- water

The reflection characteristics of surfaces depend in a

complex manner on the direction of incidence of solar radiation

and on the reflection angle. Experimental data show that the

Lambert law does not hold for practically all real surfaces.

Examples of brightness indices and certain surfaces illustrating

the angular dependence are shown in Figure 1.13 [37-40]. The

characteristics of reflection of solar radiation from clouds /31

vary even more, as evidenced by the brightness indices and spectra

for some types of cloudslobtained in [41-44] (see Figure 1.29).

Since the optical parameters listed above for the atmosphere,

clouds, and underlying surface, allow us,\using the transfer

Equations (1.1)- (1.4),\to determine the spectral and angular

distributions of the characteristics of the field of solar

radiation reflected by the Earth, appropriate calculations for

specific model atmospheres have been performed by a number of

investigators. Analyzing these results and comparing them as

far as possible with experiment, we can evaluate the role of each

of the optical parameters considered, and from this kind of
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Figure 1.13. Brightness indices a- fields of grain [37];
b- snow [401: 1- measurements; 2- approximation by Equation
(1.40). Arrows show direction of incident radiation

analysis we can determine ways to seek the governing laws for

the random fields of reflected solar radiation. /32

§ 3. Reflected Radiation in the Visible (Pure Scattering)

The most detailed and numerous calculations of characteris-

tics of the solar radiation field scattered in the Earth's

atmosphere, as well as the majority of measurements, have been

performed for the visible part of the spectrum. This is due,

first, to the possibility of visual observations, associated

with practical problems of determining the range of visibility

of objects in the atmosphere and conditions in conducting

astronomical investigations. Secondly, for this spectral region

there are attractive possibilities for experimental investigations

by photographic methods (this has been widely applied, for

example, in aerophotography from different heights), and also

photometric and spectrophotometric methods, thanks to the

availability of high-sensitivity detectors (photomultipliers).
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Thirdly, an important point has been the possibility of

neglecting the comparatively weak absorption of solar radiation

by ozone in the Chappieu (0.45-0.6 um), oxygen (0.69 pm), and water

vapor (0.721 um) bands, i.e., to regard the atmosphere as a

medium in which radiant energy of the spectral range 0.35-0.75 um

is scattered only by air molecules and by particles. Appreciable

errors from neglect of absorption in weak bands can arise only

for directions of propagation of the radiation close to horizontal

(where the plane-parallel model of the atmosphere should never

be used), or at high spectral resolution.

The neglect of weak absorption allows an appreciable simpli-

fication in the solution of Equations (1.1) - (1.4), since we

can then put acz :01, and the basic dependence of I on frequency

can be expressed in terms of the optical thickness

,r~ (z)= (t) dt. (1.23)
0

If in addition we neglect the dependence of the scattering index

and the brightness coefficient of the ground surface on v, then

the spectral composition of scattered radiation will be com-

pletely determined by the behavior of the optical thickness.

This relation eliminates the need to solve the transfer equation

for each frequency v. It is enough to obtain a solution as a

function of the optical thickness T (with the other parametersl

given). Then the dependence of T on v, together with the

spectral dependence of the direct solar radiation, determines the

spectral behavior of I

This is the principle used to construct all solutions of

the transfer equation in a purely scattering medium. Here we

examine papers where these solutions were obtained for quite a

wide (and comparable) range of variation of the optical parameters
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of the atmosphere and the illumination conditions, reflection from

the underlying surface, and observational directions.

3.1. Models of the Scattering Medium

For a molecular atmosphere, described by a Rayleigh scattering

coefficient (1.6) and a Rayleigh scattering index

Tp( ) = 1 + -2 P2 (cos T), (1.24)

where P2 (x)= (1/2)(1-3 x2 ); is a Legendre polynomial of second order,

solutions were obtained in [45] for the transfer equations (1.1) -

(1.4). An electronic computer was used, together with Chandrasekar

functions [46] to make highly accurate calculations of It and II,

as well as the polarization characteristics of scattered radiation

for various values of , o, iO and ip. It was assumed that the /33

underlying surface is orthotropic, i.e., it reflects according

to the Lambert law (independently of the reflection direction),

and the reflection is described by various values of the albedo A:

I (0) = A i (0, r')cosO'd'. (1.25)

In the real atmosphere one does not find conditions which are

similar in the visible part of the spectrum to a molecular model

of a purely scattering medium. Nevertheless, this solution is

of great interest, since it is something of a standard, with

which one can compare both the results of measurements, and

solutions of the transfer equations, obtained for conditions which,

although not for very strictly defined optical parameters of the

medium, are however closer to the actual conditions. Such solutions

were obtained in [47-50], and later by Fraser [51].
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The aerosol scattering was calculated in [47-48] by intro-

ducing empirical scattering indices [30] for different ranges of

visibility and optical thickness varying from 0.1 to 0.8. The

scattering indices were represented in the form of an expansion

in Legendre polynomials

r(z, ) = Y Ck (z)k (cos ), (1.26)
k=i

where the dependence of Ck on z was assumed to be as follows: for

the lower layer of the atmosphere, which makes up 75% of the total

atmosphere in optical thickness, the coefficients Ck corresponded

to strongly asymmetrical indices (L0 = 1 -\100 km). For the

upper layer, comprising 25% of the optical thickness, Ck

corresponded to a slightly extended index, typical for a very

pure atmosphere ( L = 200 km).

The underlying surface was assumed orthotropic, and its

reflective properties were described by values of albedo A = 0.0.1;

0.2; 0.4; 0.6; 0.8.

Calculations of the radiative intensity from (1.1) - (1.4),

obtained for four positions of the Sun (o0= 30, 45, 60, 750)) were

used in the spectral region 0.35-0.7 pm. The radiative transfer

equation was solved by the method of successive approximations,

with an error which did not exceed 10-15%, even in cases of

severe turbidity.

It is difficult to make practical use of the results obtained

in [47-48], because they lack objective criteria which would allow

one to determine the initial optical parameters for specific

atmospheric conditions.
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This defect was avoided to some extent in [49, 50]. They

examined a closed model of the atmosphere, for which the optical

characteristics were introduced in such a way that they could be

determined using simple measurable parameters. For example, the

authors of [49] proposed to take the optical thickness of the

atmosphere T* (%o)= (oo, Xo) and the horizontal visibility at the

Earth's surface L(X 0) for wavelength X, = 0.55 pm, as the para-

meters. The first of these can easily be expressed in terms of

the transmittance of the .atmosphere e-r'()' while the second is

very close to the integral range of visibility. The atmospheric

scattering coefficient is represented as the sum of Rayleigh and

aerosol coefficients

) (z) = ao oe- -bo e-P, (1.27)

where ao = 0,01191 km - 1 , a = 0,125/ km - 1 are the Rayleigh scattering

parameters described above in an isothermal atmosphere (1.7):

and boland plare aerosol scattering parameters connected with

T* (X0) and L ( 0)! by the following relations: /34

bo = 391 bo (1.28)
L(?) a%; [3---- ) - aox.(t "

It is easy to show that the optical thickness T*(4 0o) of

this optical model of the atmosphere does not depend on L(Xo) *

The atmospheric scattering index in [49] was accounted for

in the form of a superposition of a Rayleigh index ypland an

aerosol index Yva.

T (1)4 bo kn ] (1.29)

The aerosol indices in (1.29) were taken from [30] for

several atmospheric conditions described by the parameter L(Xo0).
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TABLE 1.3*

X, um
Type of atmosphere

0,4 0.45 0,50 0,5 5 0,60 os 0,70 0,75 0,80

Molecular 0 376 0,217 0,151 0,104 0,071 0,055 0,039 0,029 0,021
Slightly turbid jmeasured 0,49 0,38 0,25 0,14 " 0,13 0,07

(calculated 0,55 0,40- 0,31 0,25 0,21 0,18 0,16 0,14 0,13Average Imeasured 0,66 . 0,43 0,30 0,21 . 0,13
turbidity calculated 0,62 0,46 0,36 0,30 0,25 0,22 0,20 0,18 0,16

Severely jmeasured 0,95 0,59 0,5 0,44 0,46 0,25
tcalculated 0,90 0,71 0,58 0,5 0,44 0,39 0,35 0,32 0,30

Translator's note: Commas in numbers represent decimal points.

The radiative transfer Equation (1.1) - (1.4) was solved

by the Sobolev method [52], in which one can account for first
order scattering quite exactly, and approximately for higher

order scattering.

As was shown in [48], this method introduces considerable
errors in determining the intensity of multiple scattered radia-
tion, particularly at large optical thicknesses or for strongly
asymmetrical indices, i.e., for large atmospheric turbidity.

In addition, in spite of the well-known simplicity of the

method, the calculations are quite laborious, in that one per-
forms the calculation for each wavellength. Therefore the
authors of [49] calculated the scattered radiation intensity

only for 0L = 0,55,. pm.I

We have given a detailed description of the method of [49,
501, since, because of its closed form and the possibility of
introducing optical parameters comparatively simply, correspond-
ing to individual values of atmospheric conditions, it is
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considered to be a method which makes it possible to calculate

characteristics of a radiation field which are quite close to the

real values. From this point of view we perform some analysis,

both of the optical parameters themselves, and of the results of

solution of the radiative transfer equation, obtained on the

basis of the model [49, 50]. Airborne and ground measurements of

radiative attenuation coefficients in the atmosphere (1.5) - (1.8)

allow one to verify the assumptions of linear decay of bx(z)I

with X [In = 1 in Equation (1.8)]1, and the exponential law of[

its behavior with z, Equation (1.9).

An experimental check of these assumptions was performed in

[6], in which it was shown that Equation (1.8) was fulfilled

satisfactorily with n = 1 only in the lower layer of the atmo-

sphere, 0-0.5 km, while an irregular spectral behavior of bi was

observed at large altitudes. We note, however, that, according

to the data of [8], n differs from unity even in the ground layer

(see also [9]), while for a layer over water [7], the average

scattering coefficient 6,, is approximated by Equation (1.8)

with n - 1.

As far as the vertical distribution of bx(z) is concerned,

according to the investigations of [6], the exponent in Equation

(1.9) is satisfied with an error less than 50% in 78.5% of cases.

A more reliable approximation is obtained using two or three

exponential functions in (1.10), and even then only for the

average profile of b5 (z) .

Nevertheless, the total optical thickness T*(X)I , obtained

by integrating the average values of bx (z)1 with respect to z,I
is described satisfactorily by the model [49,50]. By way of

illustration, Table 1.3 shows a comparison of experimental

values of -r*(Q) , taken from [6], with the results of calculations

51



of T*(k), using the formula

X T'(%o)-- --(1.30)

which is obtained by integrating (1.27) with respect to z from 0

to /35

The spectral composition of the reflected radiation depends

mainly on T*(), and probably to a lesser extent on the spectral

behavior of the scattering index (we shall omit discussion for

the moment of the role of the spectral dependence of the bright-

ness coefficient of the underlying surface).

However, since all the calculations in [49,50] were performed

only for X0 =055 Pm.Im and the result was then multiplied by the

solar constant SI , the spectral distribution of the scattered

solar radiation I. (without counting the radiation reflected

directly from the ground surface) is exactly the spectral distri-

bution of the solar radiation outside the atmosphere. The

absolute values of I, for each wavelength depend only on the

vertical distribution of optical thickness and on the index for

10 = 0.55 Pm, i.e., the entire specific atmospheric situation

is determined by the physical characteristics of the atmosphere

only at that wavelength. This means that the postulates

examined above regarding the spectral dependences of the opti-

cal parameters were not used, in fact, in the calculations in

[49, 50]. Therefore, one might expect large differences between

the calculated and actual distributions of the scattered radiation

as regards the spectrum, particularly when there is weak reflection

from the underlying surface.

A general defect of the work in [47-50] is neglect of

polarization of scattered radiation in the aerosol atmosphere.

Therefore, it is interesting to examine the datal of Frasler [51],

who calculated the intensity and the degree of polarization of
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TABLE 1.4 *

Model Optical Ratio of forward Visibility
thickness and back scatter- range, km

ing

Index V 0,2 1,8 100
Index VI 0,2 2,5 50

'C5  0,25 6,4 27
Co 0,15 7,4 35
De 0,25 11,6 19

* Translator's note: Commas in numbers represent.decimal points. 1

reflected solar radiation for two models of the aerosol

atmosphere and compared them with the results of [47].

In [51] the first model (C), which corresponds to continental

conditions, is characterized by a Yung type size distribution

(finely dispersed fraction), and the second model (D)- by a distri-

bution of coarser particles, mainly larger than 0.5 Pm (ocean

conditions or industrial regions). The radiative transfer

equation for the Stokes parameters is solved by the Sekeral

method [531 for the sum of the Rayleigh and aerosol scattering

matrices. /36

The latter is computed using Mie theory for both models,

assuming spherical particles. A solution of the transfer equa-

tion is found in the form of a sum of Stokes parameters, calcu-

lated for Rayleigh scattering, and single scattering by the

aerosol atmosphere.

Neglect of multiple aerosol scattering in [511 does not
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invalidate a comparison with the results of calculations [47], nor

does it make it impossible to evaluate the effect of polariza-

tion on the intensity of reflected polar radiation. In addition,

the atmosphere models assumed in both references are very

different as regards the scattering index, although they are

close as regards optical thickness (the optical characteristics

of the models are given in Table 1.4, where V and VI are the

numbers of the indices in [47], and the symbols C5 , C6, and D6
of the model of the atmosphere [51] correspond to wavelengths 0.503

and 0.625 pm).

In spite of these differences in the atmospheric models

considered in [47-51], it is nevertheless profitable to compare

the above methods of calculation, evaluate their validity and

shortcomings, and to try to formulate methods of improving

computational methods on the basis of existing methods. Here

one should bear in mind simplifications which would allow results

of calculations to be used in practical examples.

A clear idea of the comparative characteristics of the

methods considered can be obtained from Table 1.5. It is easy

to see that each method has definite advantages and shortcomings

both from the viewpoint of introducing real optical parameters

into the calculation, and also from the viewpoint of validity of

the quantities being determined. A general shortcoming of these

methods, as yet difficult to eliminate, is that the tables

of data represent intangible material, even in-cloudless atmospheric
conditions (for which conditions alone the data are applicable)*.)

* They are also applicable for dense layered clouds, considered
as an underlying surface.
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The application of these data in practice is complicated,

not only by the fact that the input parameters of the tables are /37

very complex for measurement, but also because these parameters

vary strongly throughout the atmosphere. However, by com-

paring results of calculations for the atmospheric models

considered, one can obtain some criteria for validity of the

basic laws of the spectral and angular structures of character-

istics of reflected radiation fields, and also their range of

variation.

3.2. Spectral Composition of Reflected Radiation

As has been noted above, the spectral distribution of solar

radiation scattered in the atmosphere, assuming neutral

reflection from the underlying surface, is determined by the

spectral composition of the solar radiation (see Figure 1.1) and

by the dependence of the optical parameters (optical depth and

index) on wavelength. If the dependence of the index on X is

neglected, then I,can be represented in the form of the product

of S.1and some function which depends only on T .

We shall compare the results of [4 7 ] and [49] for the optical

parameters obtained as follows. In order to use [47] we taker* ()

from the data of Rabinovich [6] for an atmosphere of average

turbidity (see Table 1.3). Thus we can determine I, for any

wavelength, if we properly choose scattering indices which are

also input parameters of the tables [47]. The starting point

for such a choice is closeness of the corresponding spectral

indices given in [30] to the integral indices used in the

calculations of [47]. /38

After determining r*( 0) for o =0,55 pm If with the help of

Table 1.3, it is not difficult to use the tables of [49, 50] to
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construct the function Ik for suitable values of the visibility

L(Xo0)typical for average turbidity (L = 20 and 10 km), although,

as the calculations of [49,50] have shown, the radiation leaving

the upper boundary of the atmosphere is practically independent

of L(X0);.* As far as the scattering index is concerned, it is

evaluated by the same method of calculation in [491 for X0 =0.551

Pm. But, since the scattering indices calculated in [471 and [49]

were borrowed from the same source [30], they turn out to be

very close for this wavelength.

Figure 1.14 shows the spectral intensities of reflected

solar radiation, calculated by the three methods for o =60; A = 0)

and 0,8; O=0 and 750. As one might expect, the spectral dis-

tributions of reflected radiation obtained in [47, 49] for A = 0

are different: while, according to the data of [49], Ifhjis an

exact replica of the spectral distribution of solar radiation

outside the atmosphere, in the other models the spectral

distribution of reflected radiation differs substantially for

different positions of the Sun and different angles of obser-

vation. It is interesting to comment on a number of details in

this spectral behavior of Ij! for the different models. For A = 0,

0 = 0 and X = 0.35 Pm, the value of'I. (molecular atmosphere) isi

larger by a factor of two than the values of Il!obtained in

[47], and by a factor of four than the values of AI of [49].

For I = 0.45 -,0.5 Pm Ilz , and for X> 0,5 vml Ip is severall

times smaller than I. Similar relations between It land ~1

are encountered at somewhat larger values of X.

* We note that in [49, 50] the maximum height for which 4I was
calculated was 10 km, while in [47, 48] 1 was obtained for the
upper boundary of the atmosphere. However, the atmospheric
layers above 10 km do not significantly change the intensity
of reflected radiation.
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For A = 0.8 the results of calculations with all of the

models converge, since the main contribution to I~lis from reflec-

tion of direct solar radiation (we note that in the method of

calculation in [49] the spectral behavior of attenuation of

radiation directly reflected from the ground surface was

accounted for).

These relationships can be explained by comparing values

of *(X) assumed in the different models, for the same values of

X. For example, the results obtained in [49 , 50] with T*()

were underestimated for X<0,55pm and somewhat overestimated

for X>0,55;1im (see Table 1.3 for average turbidity). In com-

paring the intensities of reflected radiation in the molecular

and aerosol atmospheres, one should bear in mind the difference

in the scattering indices. Since Rayleigh back-scatter exceeds

the corresponding aerosol scatter, I4, is larger than I~tin the /39

shortwave region, where the optical thicknesses (X) and Tra ()

are comparable.

The data obtained give an idea as to the possible varia-

bility of the spectral composition of solar radiation reflected

from the Earth in the visible region of the spectrum. It is very

obvious that reflection from the underlying surface plays the

main part in the variations of ij ; the actual variations in the

albedo can lead to changes in absolute magnitudes of Iliof almost

one and a half orders. The nature of the spectral distribution

of Ili also depends strongly on the value of the albedo. For a

small albedo the intensity of reflected radiation in the aerosol

atmosphere case varies only a little with X. This is due to the

complex interactions of spectral distributions of direct solar

radiation with the optical thickness of the real atmosphere. For

an increase in A the spectrum of reflected radiation becomes

58



7*9
4"?" -."4

0 _

., -

p.'o

Figure 1.14. Spectral behavior of the intensity ix lfor molecular

and aerosol models of the atmosphere with o= 60' , * = 0* 1

1- according to [45]; 2- according to [47]; 3- according to

[4 9 ] ; 4- A , 0 0;O' 5 - A "zi , 0 75; - - 0.8. 0 0; 7I-A 0, 0 75 o

sp u -

04

299

eJ11 9 \ .

Figure 1.1I. Comparison of thoretical and experimental distri-la

butions (sectioGs of str ight ines) f the sp cral br h nes

of the Earth: 1-A= .25 _2 - AI= o. 4; 3- 2 o8;4 s lr

Figure 1 1.= Sptral b or f the itenst 1(or molclr
andarosol mioels of stheatosphere wi the sp=oorals5

1- acorin Eato 115 A- .2;2- codn to [11; 3- acodn t .; -solr
[249]; )4 A,O=;-===5 -- AO8 O5;7A0 O15

4,9



increasingly similar to the solar spectrum, because of the

increase in the contribution to II of direct solar radiation

immediately reflected from the underlying surface, whose albedo,

under our assumption, is independent of X.

However, the reflection of the majority of actual surfaces

has a pronounced spectral dependence, which varies strongly with

the condition of the surface. For this reason the spectrum

can vary so capriciously (see Figure 1.11 for a herbaceousi

covering), that the effects of radiation scattering in the atmo-

sphere are not important in forming the spectral behavior of

the reflected radiation.

The spectral distribution of reflected radiation depends

also on the position of the Sun and the angle of the opservation.

These dependences can be explained by superposition of the

spectral nature of the immediately reflected direct solar radia-

tion (which increases with wavelength, if the reflection is

neutral), and the radiation scattered in the atmosphere, which,
generally speaking, decreases with wavelength.

The data presented on the spectral structure of the field

of solar radiation reflected by the Earth can be used to evaluate

the range of variation of the energy characteristics of the field.

These data have been used, in particular, to investigate and

calibrate two narrow-angle telephotometers (view angle-3 0 ),

mounted on the AES Kosmos 149 [B.291. Each of the telephotometers

measured the absolute intensity of the solar radiation reflected
O

by the Earth in three spectral intervals of width 50 A: the

first in the range 0.34 (AX = 100 A): 0.47 and 0.74 pm, with

scanning in a plane perpendicular to the satellite velocity vector,

and the second in the H2 0 0.72 pm and the 02 0.76 pm absorption

bands and in the range 0.74 pm, with scanning along the flight
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(a detailed description of the experiment of Kosmos 149 is given

in [B.30, B.311). A comparison of the results of measurements

with theoretical spectra of reflected solar radiation under

comparable conditions of atmospheric illumination and reflection

of the underlying surface is illustrated in Figure 1.15

(the reflection characteristics taken were the brightness coeffi-

cient of a test surface at the nadir Rx (0) = Imeas/S cos 50) . /40

The calculated values of the absolute brightness of the Earth

in the corresponding sections of the spectrum agreed satis-

factorily with the experimental data. The scatter in the latter

for the same conditions of illumination and reflection fell within

the measurement error and the possible variations in the turbidity

of the atmosphere (in particular, the measured brightnesses Imeas

for X = 0.34 pm proved to be low in comparison with theory, which

can be due to systematic error of the instrument). The analysis

made justifies the conclusion that the model atmospheres adopted

in [47-50] and the methods of computation give quite a valid

determination of the spectral distribution of solar radiation

reflected by the Earth in the visible part of the spectrum.

3.3. Angular Variation of Reflected Radiation

The angular distribution of solar radiation reflected by the

Earth, i.e., the dependence of the intensity I,jon the angle of

incidence of the direct solar radiation and of the direction of

observation, is determined by the following physical parameters:

the scattering index, which is connected with the particle size

distribution at different atmospheric levels; the optical thick-

ness in the directions of incidence of solar radiation and

observation of the scattered radiation; and the brightness

coefficient of the reflecting surface.

The latter factor greatly complicates analysis of the angular

distribution of reflected radiation. Therefore, we first consider

reflection of an orthotropic surface with different albedo values,
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and this is very reasonable, since the calculations in the papers

analyzed [45, 47-51], were performed for precisely this kind of

surface. It is natural to begin by considering the special case

of an absolutely black surface with A = 0 (the ocean can be

considered to approximate to such a surface if the height of the

Sun is not too low), when the angular behavior of the reflected

radiation is determined only by scattering in the atmosphere.

A comparison was made in [54] of the angular behavior for a

molecular atmosphere [45] with r* 0.2 and 0.6 and for models

of a slightly and a highly turbid atmosphere [47], described by

the same values of r*,and with aerosol scattering indices appro-

priate for slight and high turbidity in [47] these were denoted

by subscripts VI and VIII). The dependences ofjl, expressed in

relative units *, on the angle 0 in the plane of the solar

vertical ( = 0 is the azimuth of the Sun) are shown in Figure

1.16. For both small and large values of r*Jthe differences in the

angular behavior of 1(0)1 for these atmospheric models turn out to

be considerable, which is confirmed also by the comparisons made

by Arking [55] between the theory of [45, 471 and the experimental

results on the Tiros IV satellite (Figure 1.17). Figure 1.16

shows that the angular distribution of the Earth's brightness varies

with the atmospheric turbidity, the position of the Sun, and

especially with variation of the albedo of the underlying surface.

This explains some of the laws governing the angular behavior of

reflected radiation.

For A = 0 the intensity of radiation increases with

increase of the angle 6, especially in the half-plane 9 = 0,

although for the molecular atmosphere the Earth is brighter 
(at

0o = 30 ) and still brighter (at 0 =.75i) in the opposite azimuth.

The minimum of brightness for 0o =75lis obtained at the nadir, and

for 0o = 30°:it differs from the nadir by 
15-305 on the p = 0 side. /42

* To obtain II in absolute units one must multiply I by the solar

constant s,! for wavelengths corresponding to the given r*,and '.
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Figure 1.16. Angular behavior of relative intensity of reflected
solar radiation for the molecular (broken lines) and aerosol
(solid lines) models of the atmosphere

a - * = 06,; 6 - = 0.2. 6 = ,
=30 and 75.. 1.s-A= 0; 3.4-
A = 04; ,6--A'= 08; 7,8 -T
A=0

A----0j

Z, a-

Figure 1.17. Integral brightness coefficients over the ocean
l-measurements[55]; 2- calculations [471 with T = 0.2; 3-
calculations [47] with T = 0.8; 4- calculations [45] with A = 0
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Figure 1.18. Angular distributions of relative Earth brightness
a- T*= 0.2; b- *= 0.5. r = 600; 1,4- model of molecular
atmosphere [45]; 2,5 and 3,6- models of the aerosol atmosphere
from [47] and [49], respectively

All these laws stem mainly from the nature of the scattering

index assumed in a particular model atmosphere, and are easy to

explain when one considers the scattering angles which are obtained

for given values of Ojand 0o . When the observer's plane aiffers

from that of the solar vertical, the angular distributions of

I (6) presented in Figure 1.16 are smoothed out, but their

character does not change.

The parameter I(0);undergoes a much greater transformation

with increase of A. It follows from Figure 1.16 that, with

increase of A for small ,oj , we go from an increase of brightness

toward the horizontal ("limb brightening") to a practically

complete independence of the reflected radiation on 0 (for A = 0.4)

or even to "darkening" of the horizontal (for A = 0.8). For large

values of 01 the nature of I(0) does not vary for any values of A.
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It is noteworthy that there is some convergence of the

angular distribution of the Earth brightness for the different

atmospheric models, as o increases and r*/decreases, especially

for large A. This process is illustrated in Figure 1.18, which

shows curves of the angular behavior of the relative intensity of

reflected solar radiation for the molecular [45] and the aerosol

atmospheric models considered above [47, 49]. Practically com-

plete agreement for I() is obtained with the values calculated

from tableslin [47, 49]. This is evidence of the validity of the

general nature of the angular structure of the field of reflected

solar radiation, which is determined by the atmospheric models

adopted in [47, 49], and by the calculation methods. The des-

cription of the variation of the angular behavior is confirmed by

the results of measurements of Earth brightness, obtained using a

telephotometer mounted on the AES Kosmos 149 [B.29, B.30], which

scanned along the flight trajectory and measured the intensity

of reflected solar radiation in the 0.74 pm spectral region. The

stabilization of the satellite was good enough to allow determina-

tion of the measurements of the same section of the Earth viewed

by the telephotometer at different angles during successive scans.

A comparison of the experimental and theoretical angular distri-

butions of the intensity of reflected solar radiation, obtained

using Kosmos 149, in the spectral region 0.74 pm, is shown in

Figure 1.19. Within the natural scatter of the empirical

quantities, the measurements confirm the transformation ofl(o)jwith

variation of A. Here it should be borne in mind that the

experimental data were obtained for the azimuthal plane, which

is almost perpendicular to the plane of the solar vertical.

This is probably the reason why the empirical curves I(6)lin

Figure 1.19 are close to the theoretical data corresponding to an

orthotropic model of the reflecting surface. Similar results

of comparing calculated and averaged results of measurements of

cloud brightness from the satellite Tiros IV in the spectral

ranges 0.55-0.75 and 0.2-6 Pm [56] are shown in Figure 1.20.
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Figure 1.19. Comparison of Figure 1.20. Angular distri-
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experimental (solid lines) tion reflected by clouds
angular distributions of the from [56] 1- measurements
intensity of reflected solar 2-4- calculations with
radiation = 4.ig; 8.89 I and 16,8. t.= 0 + 25j8.

The variations in the angular dependence of reflected solar

radiation, illustrated in Figures 1.18 and 1.19,1can be explained

by the different relationships of the two components of the

Earth's brightness; the direct solar radiation, immediately re-

flected from the ground surface and attenuated by the atmos-

phere, and radiation which is multiply scattered in the atmosphere.

For small A the contribution of the first component is

small; the increase in the Earth brightness towards the horizon

is associated with increase in the layer of haze and therefore

of the second component.

For average values of A and small , the contribution of

the first component increases so mucht hat the multiple scatter-

ing scarcely compensates for its attenuation in the atmosphere

in the backward path towards the observer. As a result practi-

cally neutral behavior of I(0) is obtained.
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For large A and small 0o' the contribution of radiation immed-

iately reflected from the underlying surface increases so much that

attenuation of this energy along the path to the observer for

large 0 is no longer compensated for by multiple scattering of

the radiation by the atmosphere and a decrease of brightness

towards the horizon is obtained. But if -0!is large, then, because

of decrease of the incident flux of the direct solar radiation by

the factor 0, the contribution of the directly reflected I

solar radiation will not be so large, and the nature of the

angular dependence of 1(0) will be the same as before (I increases

with 0).

The role of the scattering index has already been noted above

when we compared the brightness of the molecular and aerosol

models of the atmosphere. Since the calculations in [47] were

carried out for different indices, but with the other parameters

fixed, we can also evaluate the effect of variation of the aerosol

scattering indices. The angular distributions of reflected

radiation for scattering indices with different degrees of asymme-

try are shown in Figure 1.21. The differences associated with

the index are small: the relative differences reach 30% for

A =0,0 =300 for indices VII and VIIII (* =0.6)1. An increase in

the turbidity of the atmosphere or of the albedo leads, as one

would expect, to smoothing out of the effects of the indices.

One can obtain an idea as to the role of the scattering index

and polarization of light in the angular structure of the field

of reflected solar radiation from the work of Frasler [51], who

performed calculations for scattering matrices corresponding to

some specific particle size distribution functions, and com-

pared these calculations with the data of [47] (Figure 1.22).

It can be seen that polarization does not affect the basic laws

of the angular behavior. As far as more detailed differences

are concerned, they cannot be explained by polarization effects
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Figure 1.21. Angular behavior of intensity of reflected radiation
for different scattering indices (denoted by Roman numerals),
from [47] a- T* = 0.2 (V, VI); b- T* = 0.6 (VII, VIII)
The solid curves V, VII: the broken curves VI, VIII, 1,2- A = 0,1
Co= 30. 3,14- A = 0.8, C 300; 5,6- A = C o = 750; 7,8-
A 0.8, o 7501
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Figure 1.22. Comparison of the angular behavior of the reflected
solar radiation a- T* = 0.2, C = 75', A = 0; b- T* = 0.15 - 0.25,1

3,4- calculations of [47] for indices VI and V, respectively;
5- Rayleigh index
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alone, since the atmospheric models used in [47,51] are not the

same. The differences decrease as the albedo of the underlying

surfaces increases, and for A = 0.8 the curves of I()practically

coincide, which is in complete agreement with the dependence con-

sidered for the angular behavior on the index albedo.

All the conclusions presented above refer to the case when

the Lambert law holds. However, the tables calculated in [47-50]

allow us to introduce a brightness coefficient and to calculate

the immediate reflection of direct solar radiation from a non-

orthotropic surface exactly, and the reflection of multiply

scattered radiation approximately (in § 6 we consider this

question in more detail).

The angular distribution of reflected Earth radiation is

also affected by horizontal nonuniformity of the underlying

surface, atmosphere, or clouds. To allow for horizontal non-

uniformities one must solve a three-dimensional radiation transfer

equation (see § 7).

Finally, for large values of 0(and 0jo one cannot use the /45

plane model of the atmosphere, since the sphericity of the

atmosphere begins to play a part under these conditions. We

shall discuss this question in § 8.

In conclusion, we recall some of the results of measurements

of solar radiation reflected by the Earth. In spite of the

comparative simplicity of measurement, for the visible part of

the spectrum, there are very few reliable absolute values of

Earth brightness, particularly of spectral brightness. We know

only of the results of airborne measurements of JI in the visible

and the near IR spectral regions, obtained by Chapurskiyl, et al.

above different kinds of underlying surface and cloud [57]. The

comparison made in [57] between experimental and theoretical
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data showed satisfactory agreement.

Numerous experimental data on the field of absolute Earth

brightness in several spectral regions of the visible and UV were

obtained using Kosmos 149 (some of these data have been already

mentioned above). These data have confirmed the validity of the

basic characteristics of the field of reflected solar radiation,

which is evidence of the similarity to actual conditions of

the atmospheric models adopted in the calculations.

§ 4. Reflected Radiation in the UV, 0.20-0.35 Pm (Absorption

by Ozone)

4 .1. Surveyof Present Data

The solar radiation in the UV spectrum from 0.20-0.30 Pm is

strongly absorbed by ozone, present in the atmospheric layer from

10-50 km, and practically none reaches the Earth's surface. In

addition, this radiation is strongly scattered by air molecules

and aerosols, even in the rarified atmosphere lying above the

ozone layer. Therefore, some fraction of solar energy in this

spectral range is reflected by the atmosphere to outer space, and

does not reach levels where the concentration of ozone is high.

However, until recently, the question of the spectral, angu-

lar, vertical, and spatial distributions of this energy had not

been considered in geophysics. The reason was the absence of

radiation measurements at large heights. For this reason, and

also because of the difficulties in calculation, no computations

were made of scattered UV radiation in the ozone absorption region.

The use of rockets and satellites to probe the atmosphere

above the ozone layer has allowed experimental investigations
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to be performed, and has also stimulated calculations of the

Earth's brightness in this spectral range. Spectral measurements

have been made of the absolute intensity of solar radiation

reflected by the Earth, in the spectral range 0.221to 0.33 pm with

a resolution of 14 A, on the satellites Kosmos 45 and Kosmos 65

[58-60], and photographic data were also obtained in the spectral

regions 0.255 Pm (resolution of 140 A) and 0.284 pm (resolution

70 A) on the USA satellites [61, 62]. The spectral brightness

of the Earth in the range 0.15 - 0.32 pm was obtained with a

resolution of 4 A at various heights, from 28 to 124 km, using

rockets [63]. The literature also has results of rocket measure-

ments of brightness in the spectral ranges 0.22 and 0.26 Pm\I6 4 ],

and measurements on the X-15 aircraft at a height of about 60 km

for X = 0.24, 0.26, and 0.28 pm [65]. These measurements, and

the results of calculations of reflected intensity of UV radia-

tion Ix[66-68], are evidence as to the considerable variation of

the intensity of reflected radiation, due mainly to the varia-

tions in the vertical distribution of ozone *. To explain the

variation of AIwe draw mainly on the results of calculation, /46

using experimental data to estimate the validity of the

atmospheric model adopted in the theoretical investigations.\

Detailed calculations of the intensity of radiation in the

interval 0.20 - 0.32 pm, scattered by the Rayleigh atmosphere

to outer space, for various positions of the Sun and directions

of observations, and several vertical distributions of ozone

concentration, have been made by Green [66]. He restricted

consideration to single scattering, and all the physical parameters

* However, this does not exclude the possibility that these
differences are associated with the special features of the
methods of specific calculations or experiments. Unfortunately,
the matter of method is not discussed in sufficient detail in the
papers cited.
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(vertical distribution of ozone concentration and air density,

and the dependence of absorption*and scattering coefficients,

and of solar radiation on wavelength) were approximated by

analytical expressions. This allowed him to express the

intensity of outgoing radiation in analytical form.

It should be noted that one must account for high-order

scattering in the wings of the ozone absorption band and for

large optical path lengths of UV radiation. In addition, for

these conditions an appreciable part is played by scattering of

radiation by aerosols in the high layers of the atmosphere (meteor

trails, cosmic dust, and noctilucent clouds). Probably one

should not ignore also the phenomenon of luminescence in these

calculations, which is responsible for reradiation of solar
O

energy absorbed in the Schumann-Runge bands (1750-2000 A), in

the form of emission of the daytime sky in the region 1750-

4500 A (it was shown in [69] that this emission is greater than

the Rayleigh scattering above 80 km).

An important special feature of radiative transfer in the

atmosphere for the spectral regions examined, and one which

complicates calculations, is the quite complex dependence of the

ozone absorption coefficient on the wavelength X and the height z,

which manifests itself in the complex vertical structure of the

optical depth of the atmospheric layer

rT(z) = l(t)- ax(t)]dt 1 (1.31)
0

* Later on (see [63])IGreen also took absorption of radiation by
molecular oxygen into account in the calculations.
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Figure 1.23. Vertical distribution of B (1-3) and r (4-6);
1,4- for X= 0.34 pm and m(z) after Johnson [711; 2,5- for X=
0.28 pm and m(z) after Johnson [71]; 3,6- forX = 0.28 im and
m(z) after Green [66] for the standard 03 profile.

and of the parameter

3(z)-C- (Z)++I() (1.32)

As can be seen from Figure 1.23, in the strong absorption

region (large hT , which can reach 150) the effective reflecting

layer of the atmosphere is optically thin, since the parameter

XI differs from zero only in a narrow layer. When the absorption

decreases this layer expands, and in the wings of the band (in

the pure scattering region) the radiation field is formed by the

entire atmosphere.

Some results of calculations of characteristics of the

field of reflected radiation in the spectral range 0.20 - 0.35 Pm

for various positions of the Sun and directions of the observer,

allowing for multiple scattering, have been given in [67, 68].

These calculations are based on a numerical method of solving

the radiative transfer equation, developed by Germogenova [70].

The atmospheric model adopted in the calculations was determined
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by the following parameters: air density varied exponentially

with height

p(z)=poezI (a = 0.125 km- 1 ); (1.33)

only Rayleigh scattering of radiation by air molecules and

absorption by ozone molecules was considered; the vertical

distribution of the ozone concentration m(z) up to 70 km was /47

taken from data from the rocket measurements of Johnson [71],

and extrapolated to 100 km. It was also assumed that the under-

lying surface does not reflect in the spectral range considered,

and that there were no internal radiative sources in the atmo-

sphere*.

References [67, 68] have calculated the intensity of the

ascending I and descending I)! radiation at the nodal points T

for directions a = 10, 23, 36, 48, 60, 70, 80,85, 89, 900, i =

0 to 1800; 5j = 0, 30, 60, 800 at chosen wavelengths in the

region 0.20-0.35 pm, with a pitch of AXh=0,01m.

4.2. Spectral Distribution of Outgoing Radiation

An example of the spectral distribution of the intensity

of outgoing radiation in the spectral range 0.2 - 0.35 Pm, for

the case o0 =0;0 = 101 obtained in [67], is shown in Figure 1.24.

The figure shows similar calculations of Chapman, Green, and

other authors, as well as experimental data on I j, obtained

by means of rockets and satellites, which allow the variation

of I)l to be evaluated. The overestimate of Curves 1 and 2 in

* In fact, in the long-wave part of the 03 band (X > 0.3 pm),
reflection from the underlying surface cannot be neglected.
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comparison with Curve 3 of Figure 1.24 arises from the fact that

the distributions assumed in Chapman's calculations and in [67]

diminish more rapidly at large heights, than the standard distri-

bution m(z) used by Green [66]. This entails an opposite behavior

for the parameter ix (z), with height, which is responsible for

an increase in the effective thickness of the atmospheric layer

which scatters the solar UV radiation backwards, and therefore,

for a growth in the intensity I2 . We note that because If2 is so

sensitive to variations of m(z) in the 0 3 bands, the measurements

of I,)are used to determine the ozone concentration at large

heights (see, for example, [60, 62, 63]).

Another probable cause for the reduced values of 'IxI in [661

may be the neglect of multiple scattering. However, a special

calculation of I;i for the Green model has shown that multiple

scattering makes a negligible contribution for X = 0.25 Pm,

although this contribution is appreciable even for X = 0.28 im,

and it reaches 70% of the single scattering for X = 0.321ipm (see

the points on Figure 1.24).

By comparing the theoretical curves we see that the intensi-

ties of the reflected radiation at their minimum values differ by

a factor of 3 or 4, and taking account of all Green's results

[66], by an order of magnitude 0.001 - 0.01 mW/cm 2 .ster.pm. / 48

The data of measurements of brightness, obtained from satellites

and rockets in the above sections of the UV spectrum, also differ

by a factor of 2 or 3. It turns out that each of these values is

close to I2i in an appropriate section of the spectrum of one of

the calculated curves present in the figure. The spectral

measurements of brightness of [59] do not exhibit such large

variations in brightness, expecially in the strong absorption

region.
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Figure 1.24. Distribution of intensity of reflected solar
radiation 1- calculation of Chapman [61]; 2- calculation of
Germogenova [67]; 3- calculation of Green [66]; 4,5- satellite
measurements of Friedman [61] and of Rawcliffe [62];' 6,7- rocket|
measurements of Mazefield, et al. [63]; 8- allowing for
multiple scattering in the Green model [66]. SX is the smoothed
curve of solar radiation outside the atmosphere

Thus, the available measurements in the literature are not

sufficient for a comprehensive evaluation of the limits and

causes for changes in the spectral brightness of the atmosphere

in the UV region. However, in comparing the results of satellite,

rocket, and aircraft measurements (see Table 1.6), one cannot

ignore the fact that the rocket and aircraft data in the central

part of the ozone band (0.24-0.26 um) are somewhat low in com-

parison with the satellite measurements. For example, for the

region X= 0.24 im If -=0.1-0-3 from the aircraft data of [65]; /49

5.110-3 from rocket measurements of [63], 10-i0-3 mW/cm 2 -.ster- jm

from the satellite measurements of [59]; and for the region X=0.26

pm, respectively I = 1.10 -3 from [65], 5.)10 - 3 from [59], and even

20.j0- 3mW/cm 2 ster.Im from the satellite measurements of [61].

The most plausible explanation of these ratios is that, in the

strong ozone absorption region, the UV radiation reflected by

the Earth results from scattering at quite large heights, not

reached by the X-15 aircraft [65] and the lower altitude rockets

[68]. This fact is clearly illustrated by the transformation of

the spectral brightness curves obtained in the rocket ascent of
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[63], and is confirmed by calculations of the vertical behavior

of the brightness in the different ozone sections [68].

A possible cause of the above discrepancies is also

additional radiation from fluorescence [691. It is true that,

according to an estimate in [69], the fluorescent energy

averaged over the spectral range 0.2-0.3 pm does not exceed

10- 3 mW/cm 2.1ster. p|m, which is several times less than the

above differences. However, there is as yet no information on

its spectral distribution, apart from the information which

one gets by considering the spectra obtained in [591.

4.3._ Calculation of Aerosol Scattering

Since very little is known of the distribution of aerosols

with height and particle size, and also their optical properties,

particularly in the upper layer of the atmosphere, we can make

only nominal evaluations of aerosol scattering of UV radiation.

It is interesting to examine scattering by such objects as

noctilucent clouds or meteor trails, which have an optical

thickness considerably greater than that of a corresponding

molecular layer. Taking into account that the aerosol scattering

index is considerably elongated in the small scattering angle

region, we can expect that, for specific relative locations

of the Sun and the observer, the intensity of UV radiation

scattered by the aerosol layer to outer space will be appreciably

greater than the intensity of the molecular scattering. In

other words, against the very weak background which is determined

by scattering of atmospheric molecules in the central part of

the band, for example, at X = 0.25 pm, in daylight conditions, one

can observe luminous aerosol layers of the type of noctilucent

clouds or meteor trail's, if one carried out appropriate measure-

ments of outgoing radiation.
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TABLE 1.6. INTENSITY OF REFLECTED SOLAR RADIATION it

(mW/cm2 .ster. pm) AND BRIGHTNESS COEFFICIENT rX (in %) **

Calculations Measurements

References t-o r Method of measurement %, Jim A 0t , I t.iO
deg. deg.

[65] 2 0.3 Satellite [61] 0,255 140 49 0 20

" [62] 0,284 70 0 0 9
S [59] 0,24 14 8-69 _7 6-'-1

The same 0,25 14 8-69 7 5

[60] 7.5 1.1 " 0,26 14 8-69 7 5-10

[60] 3 0.4 0,27 14 8-69 7 4-17

[65] 3 0.4 " 0,28 14 8-69 7 2-10

Rocket at height 40 km [63] 0,24 4 60 60 1,0

[66] 4.5 0.6 Rocket at height 70 km [63] 0,24 4 60 60 1,5

[59] 3 0.4 Rocket at height 100km [63] 0,24 4 60 60 6
Rocket [66] 0,26 100 22 0 5
The same 0,27 j200 - - 10
Aircraft [65] 0,24 - 48 30 0,1

The same 0,26 - 48 30 1
0,28 -- 48 30 10

*Notes: The calculations are for X = 0.25 pm; t = o; o = o (sx= o,71mW/cm2.ster. um). The measurements

are Ij for various X,'a, and e obtained-in the experiments.
** Translator's note: Commas in numbers represent decimal points.



Calculations of I, have been made to verify this hypothesis

for the case when there is an aerosol layer (noctilucent clouds)

between 75 and 80 km. The particle sizes a of the noctilucent

clouds were taken from data of direct rocket soundings of

noctilucent clouds [72]: a - 0.1 pm, and N = (4-30),10 cm-3

which corresponds to a total optical thickness of 0.005, which

was also assumed in the calculation (the molecular optical thick-

ness turned out to be an order less). The parameter BX in this

layer was taken to be unity. The scattering index, corresponding

to the value 2 na/X = 2,5 (X= 0,25i pm),Iwas assumed in the form of an

expansion (1.26) of ten Legendre polynomials (the series coeffi-

cients were taken from the tables inj[73]).

A comparison of the angular behavior of hI(O)i for Rayleigh

and aerosol scattering, for two values of . shown in Figure 1.25,

shows that for small 0oi, and also in the wing of the band

( X = 0.34 pm), the Earth's brightness with noctilucent clouds

present is even several times less than that for the purely

molecular atmosphere.

The apparent reason for this is that at the scattering angles

encountered in the conditions considered, the values of the

aerosol scattering index are so much less than the values of the

Rayleigh index that they are not compensated for by an increase /50

in intensity of scattered radiation due to the increased optical

thickness of the scattering layer. However, at large I and 01

when the scattering angles are small and the aerosol index be-

comes considerable, the intensity of reflected radiation in the

aerosol layer increases notably (by approximately a factor of

4 for 0 =80o,0 =80, and X = 0.25 pm). Thus, from these calcula-

tions we can identify relative positions of the Sun and the

observer's direction for which there will be quite a sharp con-

trast between the "dark" background in the region of strong UV

radiation absorption by ozone and the "bright" noctilucent cloud,
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which reflects the radiation strongly.

The effect of aerosol scattering in the lower layers of

the atmosphere on the outgoing UV radiation in different parts

of the ozone band can be seen from Figure 1.26, which shows curves

at I at several levels [68]. It is not difficult to appreciate

that the aerosol scattering in the layer z < 40 km can be calcu-

lated satisfactorily only for X > 0.30 pm(the same applies to

calculation of the albedo of the underlying surface). The laws

for the vertical behavior of UV radiation are considered in detail

in [68].

Figure 1.25. Comparison of the f .

angular behavior of the rela-

tive intensity for the Figure 1.26. Formation of
molecular atmosphere (broken
line) and for the aerosol spectral dependence of re-
layer at 75-80 km (solid flected radiation with
lines) height ( o = 00 ) I-III= z =
lines) 100, 60 and 410 km, respectively;

o - 5 ; 2- 0. 1.2- a = 10 and 800, respect-
ively
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4.4._ Angular Distributionof Reflected UV Radiation

The angular distribution of reflected UV radiation is

determined by the vertical distribution of ozone and the ratio

between the scattering and the absorption of the atmosphere for

radiation propagating in different directions, i.e., it depends

appreciably on X. An example considered in [68] of the dependence

of I(O)I for various Xand o!in the plane of the Sun's vertical is

shown in Figure 1.27. In the strong absorption region (X= 0.25 Pm)

It(0)Jdoe not vary much in the range 0<0<60o and increases sharply for

0-901 . However, as o increases, this growth begins eveni

for small 0, even in the weak absorption region (X = 0.34 pm).

A similar behavior of It(e)occurs even for pure scattering, as

indicated by the dot-dash curve in the figure. We note that for

= 101 ID(0) even decreases somewhat with increase of e.

The increase of Itifor large e is determined by the increase

in the geometric thickness of the atmospheric layer in which the

flux of backward-reflected radiation is mainly generated. In /51

the strong absorption region this layer is optically thin and

begins to play an appreciable role only for very large 0. For

weak absorption, on the other hand, the whole atmosphere scatters.

This gives an appreciable contribution from multiple scattering,

which compensates for the limb "darkening", although not for

all values of 0.

We note that the results of similar calculations in [66], in

contrast with [68], indicate the absence of dependence of the

angular behavior of It(O)1 on X,and Co;. The reason is that

[65] used approximations for singly-scattered radiation which are

certainly not applicable to the wings of the ozone absorption band.

This statement is confirmed by the experimental data obtained in

[59] on the angular relationships.
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radiation (relative units) band.

-III- X = 0.34 m; IV) Pure Rayleigh spectively

scattering for T* = 0.8, X =

0.34 pm; 1- Co = 100; 2-
o0 = 600; 3- ~0 = 800

Reference [681 investigated the dependence of Iij on 0 for

different parts of the ozone band and fixed e. It was shown that

for small e the value of I decreases with increase of go faster,

the less is the absorption. Conversely, at large 0 an increase

of I along with 01 was observed in the center of the band and a

weak variation in the wings. This relationship allows us to

extrapolate the measurements obtained for fixed values of the

angle o01to other zenith distances of the Sun, and the extrapolated

curves are different for different sections of the ozone absorption

band. Therefore none of these should be used to extrapolate It!

with respect to 0Iofor all the other wavelengths, as was proposed

in [611, based on results of Green's calculations [66].

These peculiarities of the angular dependence of I on 6 and (0

for different X are also apparent in the spectral distribution

of the albedo for a plane atmospheric layer in the UV region, as

can be seen in Figure 1.28 (the albedo of the underlying surface

was taken as zero).
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Reference [68] also examined the variation of 1(0) with

height, which allows us to investigate the role of absorption and

scattering in determining the angular structure of the UV

radiation at different heights.

§ 5. Reflected Radiation in the Near Infrared

(0.75-5 Pm)

The radiation field of the Earth in the near IR has two

peculiarities, which determine the degree and nature of investi-

gations of its characteristics: this region has many absorption

bands of water vapor, carbon dioxide, oxygen, and other atmospheric

constituents; in the long-wave half of the IR range (X, 3pm),

the radiation leaving the Earth is a superposition of comparable

fluxes of reflected solar radiation and self-radiation of the

planet (the amount of the latter increases with wavelength).

Because of the first peculiarity,\considerable attention is

usually paid to the integral characteristics of the absorption in

the bands associated with atmospheric energy calculations.

Recently, because of the use of the absorption bands and the

"transparent windows" in the IR range to investigate the atmosphere

and the underlying surface from satellites, a number of

experimental data have been obtained on the spectral transmission

of the atmosphere (some of these data were referred to in § 2),j

as well as on the spectra of reflected solar radiation and self

radiation in this region [42-44, 72, 74, 75]. Calculations of

the characteristics of the field of reflected solar radiation

were obtained in [42, 76-79]. We shall make some analysis of

these data from the viewpoint of questions related to optical

probing of the atmosphere.
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zoe- The main peculiarity of

spectra of IR radiation measured

i. < from aircraft [42-44, 57] and

S\ \ rocket [74, 75] soundings is the

3 N variation of the absorption bands

Nas a function of the kind of under-

lying surface or cloud, and also,

probably, of the moisture content

of the atmosphere. For example,

I in the spectra obtained by

/ 24 ,6' 4X, mI Chapurskiyl, et al. [571 for solar

radiation reflected from cumulus
Figure 1.29. Spectral behavior and noctilucent clouds (Figure

and noctilucent clouds (Figure
of brightness of clouds and
ice, after [57] 1.29), it is observed that the

1- noctilucent clouds; centers of absorption bands
2- cumulus clouds; 3- ice2- cumulus clouds; 3- ice corresponding to water vapor
and snow

absorption (1.38 and 1.86 pm)

are shifted in the long-wave

direction (1.45 and 1.94 pm for the liquid drop phase in the case of

cumulus clouds, and 1.50 and 2.0 pm, respectively, for the solid

phase in the case of noctilucent clouds). Minima near 1.5 and

2.0 pm are recorded also in the curves of spectral brightness

for ice and snow (Figure 1.29),which supports the validity

of the interpretation of these minima as absorption bands from

ice particles.

Similar results were obtained in [43] for the spectral

region 1.2-3.6 pm. The spectra of noctilucent clouds also show

only solid phase absorption bands (near 1.48, 1.97 and 2.85 pm).

Thus, from the well-resolved spectra of reflected solar

radiation in the IR, measured from a satellite, one can determine

the phase content and type of clouds. There is particular interest

in measurements in the "transparent window" at 3-4 pm, because of
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interpretation of television pictures of the Earth, obtained

currently from satellites (Nimbus series) in this spectral range

[B. 21].

Since, on the one hand, television is based on contrasts

of temperatures expressed via contrasts of self-radiation, of

natural surfaces and clouds, and on the other hand self-radiation

of the latter is comparable in this spectral range with the

reflected solar radiation, appreciable errors can arise under

daytime conditions in the analysis of a picture, even for weakly

reflecting surfaces. For this reason measurements of the emission

spectra of terrestrial objects in the long-wave section of the

IR [44, 57] were undertaken. These measurements show that /53

there will be interference from solar radiation for cumulus

clouds or strongly reflecting vegetation.)

Reflected solar radiation will create serious difficulties

also when we try to solve the problem of determining the vertical

profile of atmospheric temperature from the self-radiation of

the Earth in the CO 2 band at 4.3 pm. Therefore, we must find a

relation between these components of the Earth's IR radiation and

determine conditions under which either the scattering and

reflection of solar radiation, or the self-radiation, can be

neglected in Equations (1.1) - (1.4), and in the intermediate

case we can evaluate the contribution of each component at the

various wavelengths.

Another problem of method, important in determining the mass

of water vapor or other absorbing substance from the reflection of

solar radiation in the IR, is the development of a method for

reliable calculation of the intensity of absorption in clouds.

This effect can result in the appearance of weak absorption bands

of water and ice, located in the IR sections of the spectrum,
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(e.g., for X = 0.74 and 1.03 pm in the measurements of reflected
solar radiation on the satellites Kosmos 149 and Kosmos 320).

§ 6. Calculation of Non-orthotropic Underlying Surfacesj

In the above survey we noted the need to evaluate the

effect of a non-orthotropic surface on the characteristics of

the reflected radiation field. However, it is difficult to solve

the radiative transfer equation (1.1) - (1.4), allowing for the

brightness coefficient of the underlying surface with anisotropic

scattering in the atmosphere, and it is not a very attractive

problem because of the complex dependence of the brightness

coefficient on many factors which are not amenable to calculation.

Therefore, a method was proposed in [76, 80] for calculating the

brightness coefficient R only for radiation directly reflected

from the underlying surface; and multiple scattering must be

expressed in terms of the albedo of this surface. Estimates

were made in [80] of the errors from this computation of a

non-orthotropic surface, and methods were proposed to determine the

albedo used for calculating the multiple scattering.

These estimates were obtained from the relations of Kuznetsov

[81] for the intensity of scattered solar radiation in the case

of a spherical scattering index (y = 1):

IR(V, r) = nR (r, r)exp (-r see 0 ) cos O + K(t) dt exp(-t sec ) x

o (1.34)

x R(r, r')d exp(-Trsec)+sec KR(t)exp [- (v-'t)sec] dt.
0
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The source function KR(T) is determined from the integral

equation :

KR (t)= exp [ - (* - r) sec 5 +o " exp(- * sec o) X

x cos exp(- t see O) R (r, r®) dco+-- KR (t) X (1.35)
0

x E ( - t j) exp [- ( sec 0 + t sec 011 R (r, r') do d Ydt.

Here

E,.(x) e- x ds (1.36)
1

is an integral index function: and rE is the direction of / 54

incidence of the solar radiation.

Equations (1.34) and (1.35) are a generalization of the

well-studied equations to determine the source function KA()

and the intensity IA(T,r), in the case of an orthotropic surface,

whose reflecting properties are described by an albedo A (see,

e.g., [82]).

In the methods formulated above for approximate calculation

of the non-orthotropic surface, the error in determining IR will

be decided by the difference between the functions Ka(r)iand

KA(T . It was shown in [80] that when the conditions

4 S R (r, r() exp (- -r sec 0) do = AE 2 (r) + 61 (~, rO);

(1.37)
A (r') exp (- ~ sec 0') dt' AE 2 (r) + 62 (V, re),

where

A= A (re) = I(r, r®)cos0d,o, (1.38)
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are fulfilled, and and 62 are restricted in amplitude to a quite

small and constant 6 , the difference

K ()-- KA ) (1.39)

will be small.

If the brightness coefficient is represented in the form of

the sum

K N M

S(r, r') = a-- ' cos kO cos n' cos m (1, -4'),) (1. 40)
k=-0 n= m=O

then KR(t), can be expressed as the sum

K1 (1) = b(ipi ), (1. 41)

where Pi()l are universal functions determined from the integral

equations

) Sq(te-(r-ti)dt (i = 1,2,..), (1.142)qj (T) = h (r) + (p, (t) E - (I = . ...
0

and the coefficients bi are expressed as a linear combination

of al(o and quadratures of pi (r)i The free terms in Equation

(1.42) have the form:

o() = exP [- ('- T) sec o]; t() E+) (i ,2,...). (1.43)

Effective solutions of Equation (1.41) were obtained in [80] for

two types of non-orthotropic surface:

vegetation cover, from which the reflection is described by

the symmetric function (1.40) with coefficients

a-o al ( )= 1,8; oA 1,8; aa = - 1,7; a' = 0, f orm > 0, k > 1, n > 1;

snow with frozen crust, for which

ao = - a = -a( = 2,4; ao .= a = - 2.4; ao)=- 3; a = 2,4;

al = 2,34; a = 0 form> 1, n > 1, k>. i
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Curves illustrating the true brightness coefficients and

their approximate values were given earlier in Figure 1.14. /55

In spite of the great asymmetry in the brightness coeffi-

cients with respect to e and i (e.g., for snow in the direction

O = 0 the reflection is less by a factor of 26 than for O= 901 ),

the differences between KR(T)iand KA(T) are not greater than 12%

for T= 0! and decrease as r-r*,(see Figure 1.30, for 0 = 30and60, U* =1

0.6). It was shown in [801 that the albedo A required to cal-

culate KA()l is given by the expression

A =-A (rD) * (g,'), i (1.44)

where

A(r®)= R (r, r)cosOdw, (1.45)
+

KR (t) R (r, r') exp (- t see 0') do' - R (r, r®) E2 (t) cos 0 do dt

A( , g') = +
0,5 exp (- r sec o) cos o + S K (t) E (t) dt

0

(1.46)

The errors in In(r,r) obtained by replacing KR(T) by KA(T)1 in

Equation (1.34), are also small (Figure 1.31).

Thus, for spherical scattering the brightness coefficient

can be calculated only for radiation directly reflected from the

underlying surface, and one must use a surface albedo to calculate

multiple scattering of the radiation. This conclusion allows us

to make complete use of the calculations of scattered radiation

obtained earlier for orthotropic surfaces, and when the reflection

is given R(r, r') (one needs only to determine A for the given

surface, in addition to R). It is clear that calculation of A

from Equations (1.44) - (1.46) requires Equation (1.35) to be
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Figure 1.30. Comparison of KR Figure 1.31. Comparison of

(solid lines) and KA (broken the intensity of reflected
lines) for the brightness co- and incident radiation, IR
efficients shown in Figure (solid lines) and IA (broken

1.13 lines) for R of snow (see

Curves 1 correspond to Figure Figure 1.13, b)

1.13, a, C = 600; curves 1- I+l at the ground surface;
2 and 3 correspond to Figure 2- I+lat the upper boundary
1.13, b, C1 = 600and 300, of the atmosphere; 3- I+I
respectively. at the ground surface

solved and R(r,r') to be calculated. However, one can determine

A approximately, by taking a first approximation as A 1=A(r).

By calculating the function KA(T)! for A(re)l and substituting it

into Equation (1.46) instead of KR(T), one finds the next

approximation Al, and so on. This calculation gives the follow-

ing values for snow, for example:

to A, = A (ro) A, A:act!

30 0,592 0.618' 0,620
60 0.68 0,663 0.663

The correction to Al means the actual dependence of the albedo of

the surface-atmosphere system on the optical properties of the

surface for a given position of the Sun. From the data pre-

sented it can be seen, in particular, that for small 41of the / 56

atmosphere, the albedo increases, while for large values, it

decreases.
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It was noted in [801 that the hypothesis concerning the

anisotropy of atmospheric scattering cannot seriously alter

the results obtained, at least for only slightly asymmetric

scattering indices. As an example, the index

7 (q) = 1 + xt dos p (1.47)

was examined in [801 with x, = 1, T* = 03and0 = 601. In this case

KR (T, r) is expressed, as before, in terms of universal functions,

which are solutions of equations of type (1.49).

As can be seen from the data presented above, KR and KA do

not differ very much, apart from small T )i.e., close to thel

levels near the surface), where the differences can reach 20%.

We note, that for anisotropic scattering, KR and KA depend on

the direction (the source functions are given for ascending

radiation), and the largest differences relate to the directions

for which the index takes minimum values:

0 0.04 0,08 0.12 0.16 0.20 0.24 0.28 0.30

KR 0.190 0,182 0,181. 0,174 0,169 . 0,162 0,154 0,141 0.134

KA 0.152 0.155 0,158 0,157 0,156 0,153 0,147 0,137 0,131

Near the top, KR and KA practically coincide, and therefore

the differences between IR and IA will be small, as before.

We note, finally, that from Figure 1.31 we can conclude

that the non-orthotropic surface is smoothed by the atmosphere,

because of multiple scattering of the radiation in a turbid

medium. Allowance for the anisotropy of scattering in the

real atmosphere will not alter this conclusion substantially for

reflected radiation, since for it the scattering angles take

values for which actual scattering indices are comparatively

symmetrical.
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§ 7. Calculation of Nonuniformity of the Underlying Surface

7.1. Basic Relations

The results considered in § 3-6 of the present chapter for

calculations of reflected solar radiation, like the great

majority of investigations of the Earth's radiation field, are

based on the assumption that the medium and the underlying

surface are homogeneous in the horizontal direction. This

assumption, which makes it possible to geatly simplify solutions

of many problems in transfer theory, is a great idealization

of the actual conditions because of the horizontal variations

of the characteristics of the atmosphere, clouds, and underlying

surface.

To determine the characteristics of the radiation field of

a horizontally nonuniform medium one must use a three-dimensional

radiative transfer equation. Approximate solutions of this

equation were obtained by Jefferiesland Giovannelli [83, 84]1, using

the Eddington method. However, in one important case, when only

horizontal variations of the albedo of a Lambert-type under-

lying surface are considered, and the atmosphere is a plane-parallel

anisotropically scattering medium, the solution of the three-

dimensional transfer equation is obtained in the form of a

comparatively simple generalization of the corresponding solutions

with constant albedo [85-87]. In fact, while the albedo of the

underlying surface A = A (x,y) is a function of the horizontal

coordinates x and y, the intensity of solar radiation I (x,y,z;,p)

in this case can be determined from the equation

Ol DI a -i"
cos 0 + sin O sin JL + sin acos'p-. = (Z) [G y, z) - I (x, y, z; 0, )]; (1. 8)

G (x, y, z) I (x, y, ; 0, ) d*@ (1.49)
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and the boundary conditions

It (O, , y; O, ) = A. I 1 (O, x, y; , *) cos 0 deo; (1.50

I (o, z, y; 0, ¢) = nS6 ( - o)6 (9P - ®).1 (1.51)

Introducing scales for nonuniformities of the underlying

surface for the axelsx and y (Lx, L ), and the new variables

S= x/Lx, 9 = y/L,, r (z)= (t)dt,j = () we obtain, instead of

Equations (1.48) - (1.51):1

Cos0oa sin 0 sin al sin O cos ( (1 .52)
cos' s n r (t,, ; o, );(.a (x) a ' b(r)

G(, ,r)= exp [-(r -) sec ol e + C L . ,SJF; 0, p)do' (1.53)

I (0, , ;,0, AT ) ~1  [Sec-tseo Cos o+ . I' (0, 0, q );r .)cosOdo4; (1.54)

I (t*, E, ; 0, 14) = 0. (1.55)

Here a (T) = L o(); b (t) = L, [z ()] I are dimensionless functions

describing the relations between the scales of nonuniformities

and the vertical turbidity of the atmosphere. In particular,

if we use an exponential law for the scattering coefficient a(z)=

coe-kz, Z = (o/Ik) (1 - e-kz) = * (1 - e-k), then

a (T)= ao (' - ); b (r)= bo (* -v ); a = Lxk; bo = Lk. (1.56)

To avoid laborious calculations, we consider the case

when the albedo is a function of only one coordinate, e.g.,

A =A ();, and the underlying surface is homogeneous along i

(then the term with a0I/P)'drops out in Equation (1.52))*. We

* A generalization of the results then obtained in the three-

dimensional case does not present difficulties in principle.
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assume further that the albedo A (I) can be expanded in a Fourier

series

A(6) = (p.sin n + qncosn). (1.57)

We represent the intensity of the ascending Itjand descending

Ii radiations, and also the function G (T, E) in the form of Fourier

series:

S= [A'.cos n + B si nl]; I = A cos n + B sin n;
n=o0 n=0

G I= - [G cos nG + sin nt].
n--T0

Following numerous but quite simple operations (see [85]), we obtain /58

a system of differential equations:

o()= -exp [- (E( -r)sec-+ 2 woE r -ti)dt; (1.58)

Go() -'E,(}) - G°o(t)E(j - t l )dt; (1.59)

G ()--- I ao -- - - , ) , o In *- tl (1.60)

where

y, y), e' y(xY/ --)s- ds (k=l 1, 2,.... ;,n= 1, 2,...) (1.61)
1

are transcendental functions which it is convenient to regard as a

function of the two variables x and y, although in the final analy-

sis they are functions only of the variable T and the basic para-

meters.

All the intermediate functions of the problem and the final

solution of Equation (1.52) can be expressed in terms of solutions

of the integral Equations (1.58) - (1.60), 0 , Go, Gj , e.g.,
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Go (r) = Po (') + HoGo (t); G$ ) (t) = H. ) G,, - (T); G, (r) = H)G () . The constants

H0 , H(', H71iare determined from a system of algebraic equations

(generally speaking, of infinite order), whose coefficients are

expressed in terms of quadratures of the universal functions

po, Go, Gn~ (see [85]).

It is easy to see that the universal functions pO (T) and G (T)
coincide in accuracy with the corresponding functions for the one-

dimensional case (see, e.g., Equation (1.42)). As far as the new

functions Gn (T) are concerned, they are solutions of the integral

equations whose free terms and kernel are generalizations of the

exponential integral functions used in one-dimensional theory of

radiative transfer [82]. The final solution of Equation (1.52) for

It I is in the form of the series

1' ( , t; 0, *) ="2e- see 0  -H) cos n - tg 0 sin i 1P In l-

+ H) sinn [+ tgosin In 1-

n= ao ' t

+ H(sin tg 0 sin4 In -Hsn+ Gn,(t) do

The flux of ascending radiation

St ( - t, o 0, )cos 0 d. )
has the form

00

2F(n, )= [Hn) cos n -+- H sinnI 2"F n In (1 -

+T 2(.t G(tn) dt.
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7.2._ Propertiesof the Functions k_ (x,_y) /59

Since the functions Tk (x, y) will be used later in other

problems, we describe their properties, which are considered in [85].

We consider the transcendental functions

'F(x, y;P)= exp(--Jo udu (x>O, n= 1, 2,...), (1.64)
0 \ (u2 + p) 2

which are converted to the functions (1.61) for B = 1 and with

replacement of the variable of integration 7T + = s; udu = sds.

It is easy to see that these functions are a generalization of the

exponential integral functions (1.37) used in one-dimensional theory

of radiative transfer. In fact, for y = 0,

(, 0; P an- (1.165)

For x = 0, the functions Wn (x, y, B) take the form

(.v/20)-1 K(.-1)/2 (PY)i1F, (0, y; P) = K ' ' ' ) (1.66)r [(n + 1)/2]

where Km (By) is a McDonald function; and r [(n + 1)/2] is the

gamma function (see [88]).

It can be seen from Equations (1.65) and (1.66) that

-To(0, 0; ) = o; (0, 0; )= oo; ",(O, 0;)- n-- " ; (1.67)

.(oo , y; p) = V,(x, oo; p) = 0 (n i).

The functions Tn (x, y; B) are bounded above:

.(X, , y; P) - ;n (X, y; p) r [(n + 1)/ i/,K(n-2)/2 . (1.68)
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The functions Tn (x, y; ) are given by recurrent relations, which

it is easy to obtain from consideration of the following identity

(see [88]):

O (x/u+ d) 1 (P 2 + y2)o :(yu) I-( . X..) 2du= \ ' j K , ( + yi) (1.69)
o (u2 + P) 2

and from expanding K n+1 in the series

Kn (Z) = e-z (1.70)
2z 2 =o kI (n - k)I (2z'

For example,

exp (- P fx + y) .

To (x, ; P)2= , +y2 (1.71)

(x, y; 3) Y(x, y; ) exp (-P fx+ /' y2)
V, (x, y; P) + Y

(1.72)2 (X, Y; P) + X IF (X, Y; \+ W ,r (X, Y; P)= 1 1

and so on. To separate adjacent functions T3 and Y , in formulas /60

of type (1.73), we differentiate the integral (1.64) with respect

to 3:

a0n (X, it; 1) (i.74)ap, y =-X [xn+ (x, Y; P))+(n+-) YPn+2 (x, Y; ). (1.7

Hence for n = 0, we obtain the expression

, (x, y; P) = - xT ,, (1.75)

which exactly coincides with (1.73). For n = 1,

" , (1.76)
(x, y; )= (197
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It is easy to find T4, and so on, from combining Equations (1.73)

and (1.76).

Thus, to determine any function Yn (x, y; 8) one needs thelform ofi

the functionli 1 (x, y; 8). For this purpose, from the obvious

identity

ax_ _-- - (1.77)

we obtain, for n = 1i,

S(x, y; 3)= exp[-I/Y+ Y'l dt=Ko(y) -- exp [- Yo t]dt. (1.78)
ft2 + y2 jftS +.y2

x o

By replacing the variables

t2 + y2 = u2, tdt = udu

we bring the integral (1.78) to the forml

S(x, y; P) =e-u 1 - -2-" du, ( 1.79)

whence, by expanding the integrand in Equation (1.79) in a binomial

series and then integrating, we obtain

,2 (x, y; P))= - ) y E 2 + ( 222n (-1) . (1.80)

A similar series can be obtained also for DT1 /88. In particular,

for x = 0, from Equation (1.80) we obtain an expansion of the

McDonald function in a series of exponential integral functions

K ()= (2n--1)11 E 2n+ (y) (1.81)
n=O

From Equation (1.80) we can also find alower estimate for the function i

f, (x, y; p) > E8 ( /2 + y2). (1.82)
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Since the series (1.80). converges slowly for large y or small x,

it is more convenient to use another expression, obtained from

Equation (1.78) to determine T1 (x, y; B) in such cases:

1 (x, y; p)= K o (3y) - (2n -1) X

n=o0 (1.83)

We note finally a symmetry property of the function /61

Tn (X, y; = Y (X, --y t

Later on we will consider only the special case of the functions

Tn (x, y; 8) for B = 1, retaining the previous notation Tn (x, y).

Formulas (1.80), (1.83) for Tl (x, y) and the recurrent

relations (1.75) enable us to tabulate Tn for any n.

7.3. Some Results of Calculations

From the above properties of the function Tn, we can make some
qualitative investigations of solutions of the radiative transfer

equation above a nonuniform surface. Since n = 0 for all n / 0
for T = T* in Equation (1.63), then F+ at the upper boundary of the

atmosphere T = T* will be close to some average flux. As regards

the intensity of radiation I+, to determine its value as T - T*

we need to sum the series (1.62), each term of which becomes in-

finitely oscillatory at the top boundary of the atmosphere, for

all e r 0 or t # 0.

To illustrate numerical evaluations of the effect of non-

uniformity of the underlying surface, the characteristics were

calculated for a radiation field of an atmosphere uniform in heightl
[86]. In this case] a (T) = ao, b (T)= b0!, and we replace thel
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argument of the type (1/ao) In (1 - Tr/*) in all the above formulas by

linear expressions of the type (U* - T)/ao' . The variations of the

albedo of the underlying surface are described in [86] by the

expression

A ( o) = qo q, sin ', (1.84)

where q0 and ql are constants; q0 + 1 1; q0 
= ql 

> 0. The

calculations were performed for a0 = 0.1; 1 and 10, which corres-

ponds, for the usually assumed order of magnitude of the scattering

coefficient a = 0.1 km - 1 , to uniformity scalesl L = 1.101

and 11 km. Examples of solutions of the integral equationsl

(1.60) for n = 1 and 2 and a 0 = 0.1 and 10, given in [86] for

T* = 0.3, are evidence that the scale L plays a substantial role

in smoothing out horizontal nonuniformities. For example, the

functions GI1 (T) and G2 (T) which describe the decrease with T of

the first and second harmonics in series of type (1.62) and (1.63),..

are reduced in the interval 0 < T 1 0.3 by a factor of 20 for

L = 1 km, and by less than a factor of 2 for L = 100 km.

A very clear illustration of smoothing of the features of the

underlying surface is the behavior of the albedo of the surface-

atmosphere system with height (Figure 1.32) for the case q0 = 0.5,

ql = 0.3 (this corresponds to variation of the surface albedo from

0.2 to 0.8 with a mean value A = 0.5).

Similar results are obtained also for other integral characteris-

tics of the radiation field (direction integrals). The intensity

of the ascending radiation will be determined mainly by the value

of the albedo of the section of underlying surface intersected by

the line of sight of an observer located at the given height T

in the direction (6, 4). The contribution to I+ of radiation

reflected by adjoining sections of the surface and scattered by

the comparatively transparent atmosphere considered in [86] is

as high as 15%.
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Similar estimates for I

show that this contribution does

not exceed 3-4%. Therefore, in

/z calculations of the characteristics

of the Earth's radiation field

above a nonuniform underlying sur- /62

4z .4 '4 ,) face, we can neglect deviations

Figure 1.32. Variations of of the surface albedo from its

A ( , T) with height for mean value in evaluating I+. This
T* = 0.3, a 0  0.1, = 600 conclusion is very important in

simplifying methods of allowing

for irregularities of the underlying surface in radiative transfer

problems.

7.4. Approximate Methodof Calculation

If we assume that we know the intensity of incident radiation

for an average value of al\bedo A of a nonuniform underlying surface,
we can use a Fourier transformation* to solve Equations (1.52) -

(1.55)
+0

W; c ;1 AP= I (C E; 0, x A,)eid; (1.85)
+00

Gv )= G(, )ei d. (1.86)

Here it is assumed that the functions A (5) allow the Fourier

transformation

A()= A () ei d .  (1.87)

* We recall that we considered the two-dimensional forms of the
equations for reason of simplicity.
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In this case, as was shown in [87], the solution of the trasnfer
Equation (1.52) reduces to solutions of Equations (1.58), (1.59),
and the integral equations

0

for the Fourier forms V(T,.)] of several universal functions.

Reference [87] obtained an effective solution for this
problem for the frequently encountered case of a step function
A (E), when two uniform underlying surfaces with different reflec-
tances have a sharp line of demarcation (e.g., land and sea). We
assume that

A•e, - oo < <0,
A A) e-, 0< <oo, (1.89)

and that the intensity of the incident radiation is given as
follows:

t;) I(, 8) eI., - oo<<0, (1.90
SI (,, 0) e--E, 0< < oo,

where I1 , 1P are the intensities of incident radiation obtained in
each hemisphere for the corresponding values of the albedo A and
A2 *. Then

A(o, ) E(A,+ A) A (1.91)-- +T- + o -2+. (1.91)

An approximate solution of the transfer equation (1.52) for
the case considered A (E), obtained in [87], allows us to express
the I source function G (T, 5) in terms of solutions of the one- /63
dimensionall transfer equation in each semi-plane K and K :

* We note that the method considered does not require A (E) to be
given, nor IP(r, g;o)! at the point E = 0 where these parameters have a
discontinuity. A small enough positive value of 6 is introduced to
allow the Fourier transformation to be performed.
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9.V- Figure 1.33. Comparison of the
S' functions G (T, ) for gl = 0.2,

-- Zd q2 = 0.8, ao = 1, T* = 0.3,
, • o = 600

- - 41-4- T = 0; 0.02; 0,16 and 0.30,

-m - - d respectively

( A, ) = KA(()- ( arcctg 0 O arcctg -- ;;n . (1.92)

Figure 1.33 shows results of calculation of G (T, 5), based on

exact solutions of Equation (1.88) (broken lines) and according to

Equation (1.92) (solid lines) at various heights T. It is easy to

see that only at the level of the underlying surface (T = 0) do

the exact and approximate solutions differ appreciably, and that

G (T, E) has a discontinuity at = 0. With increase of T the

variations of the function G (T, 5) are smoothed out, and it

becomes close to G (T, ).

Using the Fourier form of the function G:

G (T, o) = KA, (T)6(0)-- i KA()-A() [1 - e' l]

as a first approximation, we can determine the following approxi-

mations for G (T, 5) and other characteristics of the radiation

field. In particular, we can evaluate the brightness of the sky

near the boundary of the underlying surfaces and approach this

strip from both sides of 5 = 0, within which one cannot neglect

the jump in the albedo (in [87] the dependence of this kind of

strip on the angle 6 was given). Outside this strip the character-

istics of the radiation field follow an asymptotic approach to the

limiting values, equal to the respective characteristics of the

uniform radiation field for Al or A2.

Finally, we point out that this method can be extended without

difficulty in principle to the three-dimensional case, when

A = A (5, n). Using a double Fourier transformation of the form
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.' (T WE, O; 0, P o I(t, , TI;, 0 exp I- i(+o + qw-n)I dd i;

- -oo
G (, o, w,) 'II G,('r, E, q)exp 1- i(Eow + ijow)] d dq,

we obtain equations for determining I+ and G. For example, for

an atmosphere uniform with height

,, (1.93)
G (t, wj6, w,,) "F', [T p] di

0.

where

P= ,+,. (1.94)

The solution of Equation (1.93) can be represented, as before, in /64

the form of a superposition of universal functions, dependent on

the two wave numbers w and w .

§ 8. Allowance for Sphericity of the Earth

To investigate the field of solar radiation reflected by the

Earth as a planet to outer space for large angles 0o and 6, we

need to consider a spherical model of the atmosphere.

The intensity of radiation I (r, JP, A; e, p) scattered by a

spherical medium at each point P (T, cp, X) with coordinates r

(distance from the sphere center), p1, X (latitude and longitude)

in a direction described by angles e and 9, is given by the

following transfer equation:

,[cos 0 cos cpsin sin sin p cos (k - )] +
ar

+ [cos0Cos - sinOsiapcos(X- ip)] -

sinesin(X-ip) a0 (1.95)
rsin sincp a -- (r, ) +a(r, P,)lI(r, p, ;, ). (1.95)

+ (r, (, X ,; 0'V') 7 (r, p, X;0 , V; 0', V') dw'.
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Here it is assumed that the scattering coefficient G and the

absorption coefficient a depend on all three coordinates and that

the self-radiation of the medium can be neglected. The boundary

conditions remain the same as for the plane problem (see § 1). If

we assume that a and a depend only on r and that the underlying

surface is uniform, then Equation (1.95) can be made symmetrical

with respect to the radius vector joining the center of the Earth

to the Sun. In this coordinate system Equation (1.95) takes

the form

cos 0 Ia sine a I sin O sinp -.al. ctg(psinOsin al
Or ar e r aq) r a1

= - [ (r) + r)] I I(r, (; , V) T (r, p; O, ; 0', q')do'. (1.96)

We retain the previous notation for coordinates of the point P

and the ray direction, since we can then consider any section of

the sphere.

References [89-91] described approximate methods for solving

Equation (1.96), in which the intensity of radiation I was replaced

by the value J averaged over all directions, and they considered

special cases of solving this equation for constant and exponentially

diminishing absorption coefficients.

Reference [92] considered a method of solving Equation (1.95)

by successive approximations, where the zero order approximation

was the solution of the transfer equation for a plane-parallel

model of the atmosphere. In this approach the coordinate system

is transformed so that the radius passing through the center of the

Earth and the point P coincides with the local zenith. Then the

position of P will be determined, as in the plane model, by the

height above the surface of the Earth, while the displacement of

P can be expressed in terms of the zenith distance r0 and the solar

azimuth *eo. The direction of the rays will also be determined by

the zenith azimuthal angles 9o and 6. It is easy to show that

105



Equation (1.95) takes the form

aI sino OI sin 0sin to
-cos 9 + XSOr r - . r

cos(P®-6) - a cos tosin(P -6) 3  I ]

sin o 4or, sin, o J

= -[ (r)+a(r)]I(r, 0, 6; o, W)+)- S(r, 6') x
s (1.97)

x T (r, 9, 6; 6', 6') da' ± [d (r) + a (r)] T(r, i, 6; 5o, ae) x

x exp- [L (h) +a(h)] dh .
r

Further simplification of Equation (1.97) is achieved by considering /651

the molecular scattering atmosphere (a O0, a = const), for which

the air mass m(z, o)= p(h)seco(h)dh and the optical thickness T = am *

(z, Co) can be expressed in terms of the so-called Chapman function

Ch (r/H, Co) and the height of the homogeneous atmosphere H. In this

case Equation (1.97) takes the form

aI H al sin
- cos 0 - + --- sin - sin 0 sin o x

[ cos (P®e - 6) 0I cos to sin ('® -6) I
sinll o at sin2 to a ( -6) (1.98)

= -I+ 4- Td' + - (0, 6; o,.,' e) exp - L Ch ( , 'o1.\

We can use Equation (1.98) to obtain qualitative estimates of the

curvature of the atmosphere, described by the term in curved

brackets*. Quantitatively, the effect of the curvature is deter-

mined by the parameter H/r, in terms of which the solution of

Equation (1.98) was given in [92]:

I(r, 0, 6; 5o, o e)= . (, 1, 6; Jo, 'P)* (1.99)
n=o

The functions In are successive approximations to the solution, and

IO is a solution of the transfer equation in the plane-parallel

atmosphere.

* The effect of temperature increases with decrease of T and with
increase of Co or gO. When o and Co + 0 the effect of curvature
is vanishingly small.
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The convergence of the series (1.99) and the behavior of thel

solutions under different conditions, especially for large ~/ and

o, and also in the terminator region, was not examined in [92].

Also, no effective solution of the spherical problem was given,

although, as was shown in the monograph [B.12], some calculations

and evaluations of the brightness distribution over the Earth's

disk were obtained later in [93]. The approximate methods con-

sidered in [90-92] were not accompanied by an estimate of the error,

which can be small even in conditions where the curvature of the

atmosphere is important. In addition, these simplified methods

require quite laborious calculations, even for relatively simple

atmospheric models. Therefore, rigorous solutions are needed for

the transfer equation for radiation in a spherical atmosphere whose

optical parameters correspond to the actual conditions.

Solutions like these were obtained recently by Marchuk et al.

[94, 95] using a Monte Carlo method, which allows the process of

photon transport in a turbid medium to be modeled with quite low

statistical error (the calculations were done on a BESM-6 computer).

To illustrate the possibilities of the method, reference [95]

obtained angular distributions of the brightness of the twilight

light above the Earth's surface for the model atmosphere constructed

by Rozenberg et al. [96] from observations of space twilight on the /66

space vehicle Vostok 6.

Comprehensive computer calculations of the brightness of the

spherical Earth were performed in [79, 97] from numerical solutions

of the radiative transfer function in a scattering, absorbing,

and radiating atmosphere with quite broad assumptions as to the

spatial distribution of optical and physical parameters of the

atmosphere and of the clouds, governing the brightness field. These

calculations used a finite-difference method for integrating the
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transfer equation, embodying characteristics of the equation to

insure stability of the computational algorithms, permitting investi-

gation of the local structure of the solution of the transfer

equation, and given high accuracy, in spite of the complexity of

the atmospheric model.
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CHAPTER 2

THE EARTH'S SELF RADIATION

§ 1. Generation of Self-Radiation in the Atmosphere /67

1.1. Basic Processes in Formation of Thermal Radiation

The solar radiation absorbed by the Earth's surface and

atmosphere is an energy source which feeds thermal and dynamic

processes on the Earth. The distributions of temperature,

humidity, and cloudslresulting from these processes mainly deter-

mine the self-emission of the Earth and its variation.

The underlying surface, and every volume element of the

atmosphere, having a given temperature, are sources of thermal

radiation, which, for ground temperatures of 200 - 3200 K, is)

concentrated in the spectral range 3 - 5 Pm, with a maximum

energy in the range 8 - 15 Pm.

The emission of the underlying surface is determined not

only by its temperature TO, but also by the emittance 6, which

depends on the type of structure, the moisture content, and other

characteristics of the underlying surface, as well as on frequency.

This emission is entirely or partially absorbed (depending on v)

in the atmosphere by water vapor, carbon dioxide, ozone, and

other substances, while the part not absorbed goes to outer space.

The thermal radiation absorbed in the atmospheric layer up

to 70 km is reradiated in accordance with the conditions of local

thermodynamic equilibrium, following Kirchhoff's law: the ratio

of the emission coefficient n to the absorption coefficient aV
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depends only on the temperature of a radiating gas T(z) at level

z:

=IT

where B, [T(z)] = 2hcv3/(ehvkT - 1) is the Planck function, c = 3*1010 cm/sec

is the speed of light; h = 6.62.10 - 27 erg/sec is the Planck

constant; and k = 1.38*10 - 1 6 erg/deg is the Boltzmann constant.

Therefore, each volume element of the atmosphere emits radiation

of a certain frequency in all directions, depending on the tempera-

ture of the element, the concentration of absorbing substances,

the total and partial pressure, and also on parameters describing

the fine structure of absorption bands.

The radiation from the atmosphere and the underlying surface

is absorbed by lower-lying layers of the atmosphere or clouds.

Here rather dense clouds, which practically completely absorb the

thermal radiation, can be considered as an underlying surface

interposed above the ground surface and radiating independently

of the radiation conditions in the sub-cloud atmospheric layer.

Only in particular parts of the spectrum, where absorption is

not as great, need one take into account scattering of thermal

radiation by cloud particles (see [B.7]). However, the Earth

loses only part of the atmospheric emission. The other part is

radiated backwards to the underlying surface, which may partially

reflect it back. The reflected radiation undergoes the same

changes on its way to the upper boundary as the self-emission

from the surface does.

The result of these phenomenological processes generating

thermal radiation is a field of Earth self-emission (in meteoro- /68

logy this radiation is called "long-wave," to distinguish it

from the "short-wave" solar radiation reflected by the Earth,

and considered in Chapter 1).
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The presently existing data from experimental and theoretical

investigations of the field of self-radiation indicate that it has

a rather complex vertical, spatial, and angular structure, due

mainly to the spatial variations of fields of temperature, humidity,

and clouds.l The spectral structure of the field, which is due to

selective absorption of radiation by atmospheric gases, is also

complex.

The present chapter gives a brief survey and analysis of some

of the results of investigations of the Earth's self-radiation

field, which investigations are important for aspects of optical

probing aimed at exploring possibilities of gleaning data from

appropriate measurements on the physical parameters of the atmos-

phere which play an important part in forming the radiation field.

We also consider questions of transformations of radiant energy

in the atmosphere, accounting for horizontal nonuniformities in

the fields of underlying surface temperature or cloud, and present

some results from investigations of the long-wave radiation field

for the spherically symmetrical atmospheric model.

1.2. The Radiative Transfer Equation

In accordance with the above mechanism for forming thermal

radiation, we can put o, -=0; = uB,.IT(z)]; )= 6,B, (To);

R,= 1-6,; nS, = O in Equations (1.1) - (1.4). Then, using the

relation dp = -pgdzl, we obtain the following equations for deter-

mining the intensity of ascending Il(p,0)and descending I (p, 0) adi-

ation at the level p:

cos 0 --0 4(p){lt(p, )-By,[T(p)}; (2.1)

- cos0 = c: (p) {I(p, 0) -- B (p) . (2.2)
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Here the boundary conditions will have the form

I (po,) = 6vB, (To) + (1 - 6) I4 (Po, 0) cos 0 do; (2.3)

V (0, ) = 0. (2.4 )

If we assume that at frequency v the radiation is absorbed by n

substances of relative concentration qi(p) and mass absorption

coefficient ki)(p)1,* then the volume absorption coefficient can be

represented in the form

V (P)) = k (p)q (p). (2.5)
i=1

Introducing the variable = p/p 0 (P0 is standard pressure) and

the characteristic scales for concentration of absorbing substances

q =qi(p,)o we obtain a solution for Equations (2.1) - (2.4): /69

1 (, ) = 6,Bv (To) exp - sec 0 w k (1) q (t) dt -
i=1

1 t

- B. [T (t)] exp - sec 0 w i)(u)qj (u)du dt - (2.6)

i=1

Sn 1

O i=l L1

I (~,)= B [T(t)] {exp [-sec w k (u)q(u)du]}dt. ' (2.7)
0 i21 I

th
Here w~'= poq)/g is the mass of the i- absorbing substance in a

uniform atmosphere at standard pressure and temperature.

Because of the complex spectral behavior of k~'/ , we usually

consider the average intensity over a range Av

SIn fact, the coefficients k (i) depend not only on the pressure

p, but also on the air temperature T(p), and on the concentration
of material, although this dependence can be neglected for the
problems considered in this book.
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S ldv , (2.8)
AV

for which we introduce the transmission function

P(, t, 6) = exp[-sec 0 wO k'. (u) qi(a)du dv. (2.9)

Assuming that 6 is independent of v within the range Av, we

obtain, from Equations (2.6) and (2.7):

7 (, 0) = B(To) P(1, , 0)- B IT (t)l a t dt- (2.10)

-2(1-6)P (1, , )ih[T(t)]  at 0) dt;
0

9P P (t, , )
S(, 0) = B [T(t)] at dt. (2.11)

1

Here
B = Bvdv;

Av

n 1

PV(t,, )6) -= exp [-sec 0 wO k ,(u)q,()du x (2.12)
n 1

x E, WO ki (u) qj (u) du] dv.
i=l t

We shall keep the subscript v for the average values, corresponding,

for example, to the center of the interval Av (we shall omit the

subscript in what follows). Thus, the basic question in calcula-

ting characteristics of the Earth's self-radiation is how reliable

is our description of the selective emission of atmospheric gases.
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§ 2. Transmission Functions for the Atmosphere

As was true for the short-wave region of the spectrum (see /70

§ 2 of Chapter 1), in describing the selective absorption of

thermal radiation by triatomic gases (water vapor, carbon dioxide,

and ozone), whose absorption bands consist of a large number of

overlapping lines, we use transmission functions obtained by

experiment or calculation from idealized band models .(the Elsasser

model, which represents the transmission function analytically by

Equation (1.14) or (1.16), the Good [B.81 statistical band

model, or the quasi-statistical model of Planck, Equations (1.16),

(1.17). We also use a number of empirical expressions for the

transmission functions, e.g., Equations (1.18) - (1.21). All the

arguments put forward in § 2, Chapter 1 with respect to the

applicability of the empirical or theoretical formulaslfor PV in

the real atmospheric conditions apply equally to the thermal

region of the spectrum. However, since the spectra of the

atmospheric self-radiation will be used to solve some inverse

problems which require maximum possible similarity between the

atmospheric transmission characteristics used and the real values,

we will consider in more detail the existing data on transmission

functions of atmospheric gases in the chosen spectral ranges.

2.1. Transmission Function for Water Vapor inthe_6.3 Pm

Band

In the region 3 - 50 pm water vapor has a strong rotation-

vibration band at 6.3 pm, and a series of rotational bands in the

long-wave region beyond 25 pm. In this range, there are so-called

transparent windows in the ranges 8 - 12 and 16 - 24 pm, in which,

however, there are a number of weak bands, and appreciable diffuse

absorption of radiation by the atmosphere is observed. The nature

of this absorption has not finally been explained: it is suggested

that absorption in the windows is due either to aerosols, or to
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P - .. the effect of the wings of the

a9 fg strong absorption bands of water

,. vapor and carbon dioxide (the

/r ' latter hypothesis is preferred).

Detailed laboratory measure-

/2 'oo /oo. foo zoooM'-l ments of I the absorption spectra

b- for the thermal radiation spectra

vo-./ of water vapor for rather wide

5 \'"L . range of variation of the total

and partial pressures were per-

'/?o /I"F M / AT //0 , t-' formed in [1.20 - 1.23]. Examples

of these measurements are given
Figure 2.1. Comparison of 2.2 for the

in Figures 2.1 and 2.2 for the
experimental and calculated
transmission functions in H 20 absorption band at 6.3 Pm.
the 6.3 pm H 20 band

1- experiment [18]; 2- calcu- A comparison of experimental /71
lation [16]; 3- calculation
using Equation (1.16); a- transmission functions in [1.22]
p = 805 mm Hg, w = 0.077 cm

with the calculations of Plass,
(experiment); p = 760 mm Hg,
w = 0.1 cm (calculation; b- et al. [1.16], and also with the

p = 773 mm Hg, w = 0.0018 cmp = 773mm Hg, w = 0.0018 cm calculations of P using Equation
(experiment); p = 760 mm Hg, v
w = 0.002 cm (calculation) (1.16) with the generalized absorp-

tion coefficients Z., obtained by

Yamamoto [1], shows (Figure 2.1) that the Plass and Elsasser

6.3 pm band models do not satisfactorily approximate the trans-I

mission functions. One reason for this divergence may be the

different spectral averaging (in the experimental curves the

spectral resolution is 6 cm-1, and in the calculations of [1.16]
-1

it is 20 cm , while the coefficients I are obtained with an
-1

averaging interval of Av = 25 cm ). We note that Equation (1.16)

gives roughly the same approximation to the experimental data,

as the more "exact" Plass quasi-statistical model [1.16].
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Figure 2.2. Approximations for the experimental transmission
function in the 6.3 pm H20 band [18] (solid curves), and

Equation (1.20) (broken lines)

1- p = 34 mm Hg, w = 0.004 cm; 2- p = 810 mm Hg, w = 0.01 cm.

A substantially better approximation for the spectral behavior

of the transmission functions at 6.3 pm, as can be seen from

Figure 2.2, is obtained by the empirical formulas of type (1.20),

whose parameters were obtained in [1.20, 1.23] (for some bands

these parameters are given in Table 1.2).

However, to use these formulas under actual conditions

requires detailed comparison of refined laboratory measurements

with measurements of radiative absorption in a multi-component

and homogeneous medium like the atmosphere. No detailed compari-

sons have been made as yet. Calculation of the vertical behavior

of pressure, temperature and humidity in the atmosphere, using

the effective values of pressure and water vapor mass proposed in

[1.20, 1.23] for transmission functions of the type (1.20), is

not well-founded, as yet. An exception is the rotational bands

of water vapor in the region 20 - 50 Pm, for which Kondrat'yev,

et al. [2] made a series of calculations of transmission functions,

and showed that an approximate allowance for atmospheric non-

uniformity, using an effective mass or an effective pressure,\gives

quite acceptable accuracy for some atmospheric radiative transfer

problems.
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The spectral measurements made up till now of transmission

functions for thermal radiation through water vapor in natural

ground layer paths (see, e.g., [1.24, 3]), and also in balloon

probing of transmission of solar radiation by the atmosphere in

the 6.3 pm band [4] are haphazard in nature. And since no com-

parisons have been made between laboratory and natural transmis-

sion spectra, the latter have only an illustrative significance

as regards their use in transfer theory.

At present transmission functions are being calculated

directly with the help of fast computers (these calculations are

based on some idealized structures of bands, e.g., an assumption

of line shape). Besides the H20 2.7 pm bands [1.26] mentioned in

§ 2 of Chapter 1, we should mention the results of computer

calculations of transmission functions in particular ranges of

the H20 rotational bands (18 - 25 Pm), which were obtained in

[5]. However, there are no such calculations of transmission /72

functions for the very complicated water vapor band at 6.3 pm,

mainly because the structure of this band has not yet been studied

and all the required molecular constants have not been determined.

Taking into account the quite satisfactory approximations to

transmission functions by formulas of type (1.20), we will use

these in a number of calculations below, including solution of

the inverse problem of determining the vertical humidity profile

from satellite measurements of the Earth's self-radiation in the

6.3 pm H20 band (see Chapter 7). To explain the method of solu-

tion of the direct and inverse problems, we will also use trans-

mission functions of the form (1.16) with generalized Yamamoto

ZYa coefficients [1.6] (Table 2.1). For comparison, the table

also shows ZE, calculated by Elsasser [7] with somewhat larger
-1

frequency averaging (Av = 40 cm-). The appreciable discrepancies

between LE and Zya are probably due to the different initial trans-

mission functions (or the masses of absorbing material) for which
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TABLE 2.1*

v, c-, /E V, C-' ya L -' v, cM~'- E v, c-1 E Ya ya'

2080 0,110 2087,5 0,024 760 0,004 764 0,140

2040 0,257 2062,5 0,050 720 0,012 735,5 0,185

2037,5 0,085 712,5 0,225

2000 0,617 2012,5 0,17 680 0,037 687,5 0,305

1260 1,38 1987,5 0,26 640 0,107 662,5 0,40

1962,5 0,43 637,5 0,54

1920 3,16 1937,5 0,70 600 0,282 612,5 0,74

1912,5 1,12 560 0,702 587,5 1,15

1880 8,13 1862,5 2,8 562,5 1,60

1887,5 .1,8 . 520 1,70 537,5 2,25

1840. 24,0 1837,5 5,0 512,5 3,3

1800 72,4 1812,5 9,3 480. 3,98 487,5 5,0

1760 147,9 1787,5 18,0 440 8,91 462,5 7,5

1762,5 "36,0 437,5 12

1720 195,0 1737,5 70 400 19,95 422,5 18
1712,5 155 360 40,7 387,5 30

1680 120,2 1687,5 245 362,5 52

1640 36,3 1662,5 270 320 91,2 337,5 96
1637,5 245 312,5 170

1600 30,90 1612,5 145 280 169,8 287,5 260

1560 102,3 1597,5 55 240 281,8 262,5 400

1562,5 160 237,5 600

1520 288,4 1537,5 _ 410 200 -407,4 212,5 700

1512,5 450 187,5 1100

1480 112,2 1487,5 270 160 489,8 162,5 1230

1440 43,6 1462,5 130 120 467,7 137,5 1250

1437,5 78 112,5 1200

1400 18,6 1412,5 48 , 80 295,1 87,5 970

1387,5 13 40 109,6 62,5 650

1360 7,08 1362,5 .10 37,5 330

1320 2,24 1334,5 4,4 40 12,6 12,5 12
1312,5 1,9

1280 0,550 1287,5 0,95

* Translator's note: Commas in numbers represent decimal points.

y were calculated. We prefer to use Yamamoto's data [1, 6],
Y
since they were improved Iby the authors of [1] using measure-

ments of transmission functions in the 6.3 pm band, and have

proved to agree well with the data of Palmer [3] for the H20

rotational band.
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Finally, we note the universal calculations of monochromatic /73

water vapor absorption coefficients performed by Zhevakin, et al.

[8] for the spectral range 8 pm - 2 cm, which includes a trans-

mission window at 8 - 12 pm and a CO 2 band atl.15 pm.

2.2. The 8 - 12 pm Transmission Window

Spectral measurements of transmission in the 8 - 12 pm window

show that the atmosphere absorbs appreciably and emits radiation

in this region of the spectrum. In fact, it can be seen from

Figure 2.3 that there are a number of relatively weak lines

(mainly H 2 0 and C0 2 ), and also the strong 9.6 pm ozone band. As

regards the true transmission windows quite devoid of lines, they

occupy rather narrow spectral ranges (they are denoted by the

numbers 1 - 13 in the figure).

/

zero zerol

zerol ( zro
I I I 1 I I I I I I I

9 /8 /j A, m

Figure 2.3. Spectral distribution of solar radiation in the
transparent "windows", after [ll]1

References [9 - 15] obtained experimental data on the

transmission of solar radiation by the atmosphere in the 8 - 12

pm region, which is evidence that appreciable and variable

attenuation of radiation is observed in the windows. From these

measurements, the selective absorption and continuum attenuation
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of the radiation could be separated, which is not difficult when

the spectral resolution is high enough.

A more complex problem is that of determining the contribution

of substances responsible for continuum attenuation in the windows.

It is well known (see, e.g., [9]), that there are two hypotheses

regarding this matter: according to one hypothesis, the continuum

attenuation in the windows is determined mainly by absorption of

radiation in the wings of the strong water vapor bands located in

the far IR; according to the other hypothesis, it is due to the

aerosol component.

References [10 - 14] adopted the following procedure in

separating the contributions of H2 0 vapor and aerosols. From

direct measurements of the intensity of solar radiation I (m),

for different air masses m in clear and stable weather throughout

the entire measurement, "Bouguer" lines were constructed

"1IV= I nI- rm,\

where IOi is a constant obtained by extrapolating measured values

of ln I to m = 0; T is the optical depth of the vertical atmos-

pheric layer (for absolute measurements If! is the solar radiation

outside the atmosphere, and for relative measurements it also /74

describes the constancy of the parameters of the measuring

equipment and allows us to evaluate the measurement errors under

stable weather conditions).

Experimental values of T, determined for stable daytime

conditions, together with the masses of water vapor in the vertical

column of the atmosphere w, which are constant during the day,

are approximated by linear functions

T(w) = ko w +o(213)
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where k0 is the coefficient of absorption of radiation by water

vapor, TO is the optical depth of the dry atmosphere, including

aerosols or other gaseous substances not associated with water

vapor.

If we make no stiuplations regarding the nature and origin

of aerosols, it automatically follows from this approximation,

because of [11 - 14], that the continuum attenuation in the 8 - 12

pm windows is determined mainly by absorption in the wings of

strong water vapor bands, since w in these papers is the total

mass of H20 vapor in the vertical atmospheric column, measured

by radiosonde jor optical hygrometers. The values of k0 then

measured differ by approximately a factor of two.*

The characteristics of the residual absorption TO in [11 -

14] turned out negative for several transparent windows in the

range X > 11 pm (Figure 2.4 a), which the authors in question

think can be explained by the nonlinear dependence of T on w. /75

As was pointed out in [14], a confirmation of this hypothesis

is the nonlinear dependence of T on w obtained in laboratory

measurements [16] at large partial pressures of water vapor in

a flask. 1 The authors of [12, 13] who obtained TO > 0 with

the linear approximation of type (2.13) for their measurements

in all the windows, believe that negative values of TO in [11]

arise from errors of measurement.**

* In some references (e.g., [11]), the effective masses of water
vapor we, defined by Equation (1.17) with K = 1 are used in lieu

of w in Equation (2.13). This leads to an increase of k0 in

Equation (2.13) of 20 - 30%, which one should bear in mind when
comparing data of [11] with that of [12 - 14], where no exact
mention was made of what w was used in approximations of the type
(2.13).

** It should be noted that in [13], besides the graphical approxi-
mations of type [2.13), which are also reproduced in [12] for the
same windows, a table is given showing scatter in values of T,
observed in [13] for the different ranges of w. However, this scat-
ter is not taken into account in [12, 13] in constructing the
straight lines [13], which makes it difficult to compare the
appropriate results of [12, 13] with data from other references.
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Figure 2.4. Approximations of Equation (2.13) for the experi-
mental values of T

a- in [11]; b- in [15]; the broken lines show approximations
for the minimum value of T; the wavelength A is in pm

Without going into a detailed discussion of the correctness

of the linear approximation in (2.13), we note that if it were

valid, then the values of TO obtained correspond in essence to a

dry aerosol atmosphere, for which the attenuation in nondusty

atmospheric conditions can be considered quite small, or corres-I

pondito substances not associated with water vapor. But in humid

atmospheric conditions, a substantial contributor to the attenu-

ation can be liquid or solid water particles whose concentration
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and size can be closely correlated with the water vapor. There

is no basis for considering that the tendency for T to decrease

with increase of w, as observed experimentally [11, 14], is

evidence of the dominant role of water vapor in the continuum

attenuation. In addition, the existence of situations where

water vapor is found to be highly correlated with drops or crys-

talline moisture can fully explain the above large differences

in the values of k0 and the negative values of TO, if these

parameters were obtained by the approximation of (2,13) to the

experimental data.

In fact, the observed scatter in [ll, 14] goes beyond the

limits of measurement and reflects actual variations in the

optical depths. In particular, as can be seen from Figure 2.4,

the values of T can differ by a factor of 2 - 3 for the same

values of w, and consequently, in the framework of a monotonic

dependence of T on w, which in fact was looked for in [11 - 14],

this scatter is due to other factors (very likely it corresponds

to conditions for which a different law holds between the mass of

water vapor and the concentrations for the size range of particles

of aqueous origin). The formal approximation to the experimental

data by Expression (2.13), performed, for example, by the method

of least squares, can lead (and in fact does) also to negative

T O and to overestimated values of kO, especially for large

scatter of T in a comparatively narrow range of variation of w,

in particular in the absence of measurements for low w. There-

fore, the negative values of T O obtained in [11, 14] do not

constitute, in our opinion, sufficient basis for a conclusion that

the dependence of T on w is linear, nor for any other physical

conclusions. Also, the reasons for an overestimate of k0 in the

straight-line approximation are fully understood in the case of

large scatter in T: the presence of large values of T, which are

not directly connected with the mass of water vapor, always leads

to an increase in the slope of the straight lines in [2.13]. In
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cm2/g fact, as can be seen from Figure

a 2.4, it is enough to exclude large

T for fixed w in the range

X 1 < w < 2 cm, as the value of TO

x/ becomes positive, and the values

S- -x-- of k 0 decrease (broken line in

SI Figure 2.4 a). Hence, we deduce,

among other things, criteria for

e b choosing the points T, which we

must approximate by the straight 1

lines of (2.13) to determine the

Y l /~m parameters k0 which are closest

-41 to the actual coefficients for

absorption of radiation by water

Figure 2.5. Comparison of vapor. The straight lines of
coefficients k0 (a) and TO  (2.13) are drawn for minimum
(b) of Equation (2.13), values of T for different (and
obtained in [11] (1), [12]
(2), [14] (3), and [15] (4) necessarily small) values of w,

within the range of scatter of

the points, due to the actual errors in the experiment. This

approach was used in [15] in treating measurements of transmission

of IR solar radiation by the atmosphere, and of emission of an

artificial source in the ground layer of air. It can be seen /76

from Figures 2.4 b and 2.5 b that the residual attenuation

remains positive in all the windows, while from Figure 2.5 a,

it is seen that the coefficients k0 have a minimum value and are

close to the values of kO obtained in [11] for an entirely trans-

parent atmosphere (the effective masses of water vapor we were

used in Equation (2.13) in comparing these data). Here, one must

bear in mind that the realization of small values of T for large

w is a rare event, since under these conditions there is very

probably the closest relationship between the mass of water vapor

and the aerosol characteristics. Therefore, the coefficients k0
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obtained with this kind of approximation can turn out to be only

an upper limit on the actual values of coefficients for absorption

of IR radiation in the wings of the water vapor bands,

Conclusive proof that a close relation between vapor and

water particles can lead to an apparent dependence of radiation

attenuation on water vapor mass is given by results of measure-

ments of transmission in the ground layer of the atmosphere (path

lengths 1.4 km) for different windows in the UV, visible, and IR

spectral regions. As can be seen from Figure 2.6, the maximum

dependence of the attenuation coefficient a on w appears in the

ranges X = 0.37 and 0.50 Pm, where water vapor absorption bands

are totally absent. This effect is apparently connected with the

increase in aerosol scattering with increase in w. There is an

appreciable dependence of a on w also for X = 3.16 pm, due to the

presence in this region of the strongest water vapor absorption

band. In the window at 3.9 Pm, where both the aerosol scattering

and the water vapor absorption are low, a is practically indepen-

dent of w (the scatter in the points is also a minimum here).

But in the windows at 2.7 and 10 pm the dependence of a on w is

more distinct from the background scatter, since aerosol scatter-

ing is still noticeable in the first window, and absorption in

the second window.

We shall briefly discuss the nonlinear relation T(w) examined

in [11] as a basic cause of negative values of T O. The non-

linearity was attributed in [11] to self-broadening of the water

vapor lines and to a positive temperature dependence of the con-

tinuum absorption coefficients in the wings. However, recent

measurements of radiation transmission in the windows [17],

obtained by one of the authors of [11] under laboratory conditions,

showed a negative temperature gradient of absorption. For this

reason, doubt was expressed in [17] about the correctness of the

previous nonlinear behavior of T(w), given in [11], and it was
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Figure 2.6. Dependence of the atmospheric attenuation coefficient
in the different UV, visible, and IR spectral regions ( is in
Pm)

1- in the ground layer; 2- in a vertical column of the atmosphere,
reduced to a uniform atmosphere using the average humidity pro-
file. The vertical sections show the errors in measurement of
) (in Pm)

proposed to investigate the effect of dimer molecules of water

vapor. The example given in [17] of nonlinear behavior of the

optical thickness in the window at 11.1 pm with increase of the

partial pressure of water vapor in a vessel from 10 to 35 mbar,

is evidence that, for high humidity, the nonlinear effects can

play an important part in the variations of the continuum

absorption. However, the nature of these nonlinear effects is

not clear. In particular, one cannot exclude the possibility

that they are associated with the formation of aqueous aerosols

in the vessel, as was shown in [18, 19].

126



We note that the existence of nonlinear dependences of T on

the humidity characteristics by no means contradicts the above

linear approximation (2.13) for minimum values of T, as long as

we are looking for an empirical relation dependence on only one

humidity parameter, w. But if we attempt to explain the depen-

dence of T on other humidity characteristics, we must then have

a more general group of measurements of the variation of atmos-

pheric attenuation, before determining numerical characteristics

of an aerosol responsible for these variations.

Thus, the interpretation of the above results of measure-

ments of attenuation of IR radiation in the transparent windows

of the atmosphere at 8 - 12 pm allowslconclusions to be drawn

regarding the predominant contribution to this attenuation of

aerosols of aqueous origin, even under pure and, presumably,

dust-free atmospheric conditions.

2.3. CO 2 Transmission Function /78

Since the 15 Pm CO 2 band is important for the problem con-

sidered in Chapter 6, i.e., determining the vertical distribution

of the atmospheric temperature from satellite measurements of

Earth's radiation, we present rather detailed data on the struc-

ture of this band and on the transmission in its various sections,

obtained in [20 - 261. As is known (see, e.g., [241), the 15 Pm

CO 2 band is made up of vibrational-rotational bands, corresponding

to vibrational transitions of the different isotopes of CO 2 in

the atmosphere. Each of these bands includes two systems of P

and R branch lines, lying on both sides of the vibrational trans-

ition v0 , and a system of Q branch lines, concentrated near v0 .

The intervals between the P and R branch lines are 1.45 - 1.70
-i -i

cm , while the Q branch occupies a range of the order of 1 cm-1

and so the distance between its lines is a hundred times less
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(half of the intensity of the entire 15 pm band falls in the

Q branch).

The intensities at the line centers were calculated by

Yamamoto, et al. [21], and also by Dreison, et al. [22].I The

latter reference determined these parameters for 7,000 lines,

including the Q branch lines, and for six values of temperature

in the range 175 - 300 0 K, and the range of variations of inten-

sity was 7 orders of magnitude. The centers and the intensities

of the strongest lines obtained in [21, 22] turned out to be

rather close, with certain exceptions. This encourages us to

hope that the transmission functions determined from calculated

characteristics of the band fine structure, which must be supple-

mented by data on the shape and half-width of the lines, arel

representative. Usually atmospheric transmission functions are

calculated using a Lorentz line shape (1.15). But for the 15 Pm

CO 2 band, even at pressures less than 100 mbar, one must take

account of Doppler broadening of the lines and calculate the

absorption coefficient using a mixed line shape (Voigt profile);

k a ex (2.14)
n(w) 7 a +(_)o -(1

Here
ko = (S/yD) fln 2/n; a = (yL/D)Fn 2; 0 = [(v - Vo)/Yri-n 2,

YD = 5.6.10-4 cm-1 (at T = 240 0 K) is the Doppler half-width of the

lines; rI is the Lorentz half-width, equal to 0.064 cm-1 at

standard pressure, and TI= 2980 K, according to Kaplan, et al.

[26]. The integrals in (2.14) were calculated in [24, 27] for

a wide range of change of the basic parameters.

In more recent experimental investigations of the 15 pm band

(see, e.g., [20]) and other CO2 bands, it was observed that yL1

depends on the quantum number J, and varies in the range

128



0.06 - 0.126 cm - . By analyzing the results of these investiga-

tions, the authors of [25] suggested the use of the constant value

yL = 0.08 cm - 1 for the entire band, which gives an approximation

to the experimental transmission functions obtained in [28] for

a wide range of pressure and CO 2 mass, with practically the same

accuracy as for the variable value of yL (Figure 2.7). The
-1

exception is the high pressure case, in which yL = 0.06 cm is

a better approximation. The authors of [25] did not give a satis-

factory explanation for this discrepancy, but assumed Ithat it

is associated with experimental errors.*

We now consider some results of determining the transmission /79

functions in the 15 Pm C002 band. Yamamoto, et al. [21], using

a somewhat improved Elsasser model, calculated the 15 pm band

transmission function with a spectral average equal to the dis-
-l

tance d = 1.7 cm - 1 between the strongest lines. For this series,

the transmission function was determined using Equation (1.14).

Reference [21] also calculated correlations for a second series /80

of weaker lines, for which it was assumed that their centers were

located at the same distance d apart, as the centers of lines of

the first series, and at the same distance 6 from the latter.

As regards the transmission function in the Q branch, for

which the overlap with the P and R branches is calculated by

multiplying by the appropriate transmission functions, the calcu-

lation is performed by the formula proposed by Kaplan, et al. [26]:

PQ (v) = ,I (2.15)

where

SQV c-' dz
Q.(v) - (X )2 2 (2.16)

0

We note that Drayson, one of the authors of [25], always used
the value YL = 0.064 cm-1 [23] in his calculations of transmission
functions.
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Figure 2.7. Comparison of experimental transmission functions in
the 15 Pm CO2 band [28] (boldface curves) with the calculations
of [25]

a- p = 0.0205 atm, u = 6.3 atm cm; b- p = 1 atm, u = 106.2 atm cm

1- YL is variable; 2- yL = 0.08 cm-l; 3- YL = 0.06 cm- 1
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is the absorption coefficient in the Q branch; SQ is the intensity

of absorption in the whole Q branch; = ay/l (B' - B"); -= a (v- vo)/

(B'-B"); a = hcB"i/kTI; B' and B" are the lower and upper positions

of the rotational constants.

Nonuniformity of the atmosphere with height was accounted

for in [21] by introducing an effective mass which, because the

relative concentration of CO 2 was constant, is directly related

to the pressure by the following relationship:

U,=,( -u ) (2.17)

where uo = coPolgpo: is the total mass of CO2 in a vertical column of

the atmosphere at constant pressure p0 and volume concentration

cO (u0 is in atm-1cm).

A better method of calculating the transmission function in

the 15 Pm C02 band was used in [1.17]. Using molecular constants

of the 15 pm CO2 band calculated for actual isotopic constituents

of the CO 2 molecule, the authors of [1.17] determined the trans-

mission functions, using a quasi-statistical model of the absorp-

tion band, as was done for water vapor (see section 2.2 of Chapter

1). They assumed that the line shape was given by the Lorentz

formula for the central part and the Benedict formula in the line

wings, i.e.,

S rL:
[1 (v I-v-vol1<d,

(vvo T (2.18)
SA TL exp(- a Iv - Vo Ib), I vvoI dn (V -)z + )

where the constant A is chosen so that the profile is continuous

for Iv -vol= d = 2.5 cm- 1 the constants a = 0.0675 cm 0 .7 , b

0.7; YL = 0.06 cm- 1 at T = 3000 K and standard pressure, The

more rapid decrease in line intensity given by (2.18) at the
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P wings, in comparison with the

Lorentz line shape, gives better

agreement with experimental data.

/ ,  The calculations of transmission

in [1.17] were done for values

of temperature, pressure, mass of

carbon dioxide and spectral

9 79V 4 -  averaging intervals given in

section 2.2 of Chapter 1. To
Figure 2.8. Comparison ofFigure 2.8. Comparison of illustrate the quality of the data
experimental transmission
functions in the 15 pm CO 2  obtained, the authors of [1.17]

band [28] (solid lines) with compared calculations of trans-
calculations of [17] (broken mission functions with the experi-
lines) for p = 15.6 mm Hg,
u = 46.4 atm cm mental data of Birch, et al. [28]

(Figure 2.8). It can be seen

that the agreement between the two curves is quite satisfactory,

apart from the region of the extremes (according to the assump-

tion in [1.17], the discrepancy arises from differences in the

spectral averages used in the calculation and in the experiment).

However, in comparing the results of [1.17] with direct

calculations of transmission functions in a nonuniform atmos-

phere, performed by Drayson [23] (Figure 2.9), appreciable dis- /81

crepancies were observed (particularly in the Q branch region),

which the author of [23] attributed to defects in the quasi-

statistical band model, and also to differences between the

intensities of the lines accounted for in the calculations. The

overestimate of abdorption in [1.17] can also be due to the

Curtiss-Godson approximation used to adjust the transmission

function to the conditions of a nonuniform atmosphere.
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Figure 2.9. Comparison of the 15 Pm CO 2 transmission functions

calculated in [17] (broken line) and [23] (solid line)

Since we will use the Drayson transmission functions [23]

later, we give a more detailed description of the method of

calculation used in [23], which is based on molecular constants

for the position and intensity of 2,000 lines of the 15 Pm CO 2

band [22]. It was established by a calculation in [23] that-4 -1 -1
the lines whose intensity is less than 10 cm (atm cm) at

T = 2750 K have a negligibly small effect on absorption inside
-i

the interval of 0.1 cm1 containing these lines. This allows us

to separate the 982 strong and about 1,000 weak lines taken into

account differently in [23].

The transmission function was calculated in a column of the

atmosphere from the upper boundary down to each of 34 levels

between 0.3 and 1013.25 mbar at six zenith angles: = 0.15, 30,

45, 60, and 750 (data were given in [23] only for = 0). The /82
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volume concentration of CO 2 was calculated to be 0.0314%, and the

vertical temperature profile was calculated from the standard

model atmosphere US 1962. Down to the level of 1,000 mbar in [231

the Lorentz line shape was taken and the line halfwidth lo,(po) at

p0 = 1 atm and T = 2980 K was considered to be the same for all
-1

lines and equal to 0.064 cm . Above 100 mbar, the mixed Lorentz-

Doppler line shape of Equation (2.14) was taken, where YD was

calculated from the equation

TD= 3,58. 10-/-o (cm-1 ), (2.19)

where M is the molecular weight. At a low enough pressure V'7yD, I

and then it follows from Equation (2.14) that

k (v) ='koe- ',: (2.20)

i.e., one can use a purely Doppler absorption coefficient,

Very great computational complications arise from frequency

averaging of the transmission functions. In [23] averaging was
-i

performed over intervals of 0.1 cm-1 , which made it possible

to perform further averaging over wider intervals, allowing for

the instrument function, for practically all existing spectral

instruments. Certain approximate relations were used to simplify

calculation of monochromatic transmission functions in the line

wings. The Gauss quadrature formula was used in the central

parts of the strong lines.

Reference [23] presented tables of transmission functions

averaged over intervals of 5 cm -1, with a shift of 1 cm-1 (Figure

2.10). For the Q branch (667.4 cm-l), which consists of a large

number of strong lines, more detailed transmission functions were

given with a resolution of 0.1 cm- 1 in the range 665.5 - 670.5 cm-1
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As has been mentioned, the

I i results of Drayson [23] disagree

with the calculated transmission

functions of Plass [1.17], and

yet there is no reason to consider

- \\\ that [23], in spite of the validity

of the direct calculations, gives

a better approximation to the

S\ true transmission functions. The

author of [23] does not give quan-

tm titative estimates of errors

Figure 2.10. Comparison of the associated with the uncertainty

vertical distributions of in the band parameters assumed in
transmission functions in-six

the calculation and associated
ranges of the 15 pm CO 2 band,

o] with the simplifying assumptions
obtained in [23] (solid
curves) and in [30] (broken (constant half-width, error in
curves) determining the intensity and

1- v = 677.5; 2- 691; 3-
697; -v = 677.503; - 709 cm- position of lines, deviation of697; 4- 703; 5- 709 cm - I

air temperature from standard and

variations in CO 2 concentration), mentioning only that there is

presently no need for more exact calculations. Some estimates

of this kind were given by Kondrat'yev, et al. [29], who showed

that use of approximate methods for accounting for nonuniformity

and thermal stratification of the atmosphere (e.g., the Curtiss-

Godson method) in determining transmission functions in six

spectral intervals of the 15 pm band (see below) did not go out-

side the range of the actual accuracy of the direct calculations

of Drayson [23]. However, a comparison of the latter with trans-

mission functions in the same six spectral intervals 669; 677.5;

691; 697; 703; 709 cm - , calculated in [25] by the Curtiss-Godson

method (these data of York, et al. [30] were used to determine

the temperature profile from the emission I of the atmosphere in

these regions of the spectrum) have shown that the transmission

135



functions of [23] exceed the data of [30] (Figure 2.10). This may

be due both to the above-mentioned effect of the Curtiss-Godson

method, and also to the possible calculation in [30] of selective

and continuum absorption of water vapor in the spectral sections

considered. One probable cause for the divergence of P in Figure

2.10 may be the differences in the band molecular constants or

in the spectral averages adopted in the calculations [23, 30], as /83

well as differences in the atmospheric models used (for [30] we

do not know the data*).

The results presented show that the 15 pm C02 band can be

considered as well understood from the viewpoint of its fine struc-

ture and the behavior of the transmission functions, averaged over

different spectral intervals, but one cannot yet state which of

the above band models is the most valid. We note, further, that

in the real atmosphere one must take into account overlap of

absorption bands in C02, H20, and 03. This is performed at present

by multiplying the transmission functions of each gas component.

Since the structure and the molecular constants of the H 20 and 03

bands are not well enough known as yet, and the contribution of

these components is rather small (in comparison with that of C02),

it is allowable to use generalized Elsasser coefficients. As

regards the continuum absorption in the windows of the 15 pm band,

some data were given in section 2.2.

* We note that the results of the calculations of transmission
functions which D. York kindly sent to the author privately,
turned out, however, to be quite representative, as evidenced by
the agreement of the measured values of I with calculations

employing these functions (see Chapter 6).
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§ 3. Spectral Distribution of the Earth's Self-Radiation

3.1. Basic Properties of the Radiation Spectra

It follows from Equations (2.6) and (2.7), that the spectral

distribution of the Earth's self-emission at an arbitrary level

in the atmosphere C is a combination of the following radiation

components:

1) Emission from the underlying surface, governed by its

temperature TO, the emittance 6 and the spectral absorbance of

the atmospheric gases (the first term in Equation (2.6);

2) Emission from the atmosphere, which is a superposition

of emissions from the constituent layers, and therefore, is com-

pletely determined by the vertical distribution of temperature and

concentration of absorbing materials, and also by the absorption

and emission spectra of the latter (the second term in Equation

(2.6));

3) The descending atmospheric radiation, reflected by the

underlying surface attenuated by the column of atmosphere lying

above it (described by the third term in Equation (2.6), and

determined by all the above parameters of the atmosphere and the

underlying surface). Since the basic ground objects radiate in

the thermal part of the spectrum, almost like black bodies (6 is /84

close to unity), the contribution of this component to the Earth's

radiation is negligibly small (an exception is surfaces such as

dry sand or clouds).

The characteristic special features and the variations in

the spectral distribution of the Earth's self-radiation can be

evaluated from the spectral measurements performed in recent years
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on Soviet satellites of the

/P o-IW/cm 2/ml Kosmos series [31 - 33], the

/ alI  American VVS satellite [34], and

on balloons [35] in conjunction

with calculations of I from

z formulas of the type (2.6) and

_ ,.(2.7) for certain model atmos-

-e pheres [1, 36 - 38]. In spite

of the comparatively coarse

? "7 Z ,Jim resolution of the spectral

equipment used in the measure-

Figure 2.11. Examples of ment of [31 - 33] (this was
spectral measurements ofspectral measurements of 1.2 - 1.4 pm in the spectral
the Earth's self-radiation
according to Equation (2.23). range 7 - 15 pm, and 2.4 - 2.7

a- at the nadir; b- at pm in the range 16 - 27 pm), the
0.5 - 1 degree above thehorizon;0.5 - 1 degrc- above the results obtained give quite a
horizon; c- at 1 - 1.51
degrees above the horizon satisfactory idea of the spec-

tral behavior and the absolute intensity values of the Earth's

radiation.

The use of equipment with higher resolution, (onlthe order

of 0.4 pm in the range 6 - 15 Pm, in the measurements of [34])

does not yield appreciable detail in a spectral picture of the

radiation. As can be seen from Figures 2.11,1 a - 2.12, during

observations within the terrestrial disc, the spectra showed

minima of intensity, corresponding to the strong absorption

bands of H20 at 6.3 pm, of 03 at 9.6 pm (Figure 2.12,1 a), of

CO 2 at 15 pm, and of H20 at 20 pm, and maxima at the transparent

windows in the regions 8 - 12 and 17 - 18 Pm (Figure 2.12,1b).

This basic property of the spectral curves means that the radi-

ation temperature in the absorption bands will be less than the

radiation temperature in the transparent windows. This follows

from the relations between the emission of the underlying surface,
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s attenuated by the atmosphere

/ al (strongly in the absorption band,

, " .weakly in the windows), and the

/ 2 self-radiation of the atmosphere

) (mainly of the troposphere) which

S / has a lower temperature. The

result of this superposition is

z bi that the atmosphere radiates

appreciably less in the absorption

zz.. bands than in the adjoining

o .transparent windows,

cj However, in measurements /85

/zR f M ? JJA,Im outside the Earth's disc, when

only the atmosphere falls in the

Figure 2.12. Comparison of field of view (Figure 2.11 b, c),
experimental (solid curves)
and calculated (broken curves) the intensity of the emission,

spectra of Earth radiation conversely becomes a maximum in

a- from the data of [34]; b, c- the absorption bands (it will be
from [32]

shown below that a similar

"inversion" can be observed also above high altitude cold clouds).

This inversion arises from emission of the warm layer of thel

mesosphere (30 - 50 km) which contains an appreciable amount of

water vapor, carbon dioxide, and ozone, and, in accordance with

Kirchhoff's law, causes an increase of the emitted energy in the

bands relative to the transparent windows.

These peculiarities, which were also obtained theoretically

from solution of the transfer equation for a plane [1, 36 - 38]

and a spherical atmospheric model [39 - 45], should be regarded

as a very simple criterion of the validity of the satellite

measurements of the Earth's self-radiation in the various spectral
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regions. In particular, the radiation temperature in the window

at 8 - 12 pm should always increase the radiation temperature

corresponding to the integrated emission (3 - 30 Pm) (apart,

possibly, from cases of measurements above high altitude cold

clouds).

However, even within the framework of these very general

laws, satisfactory agreement between measurements and calcula-

tions is not always obtained. This can be seen, for example,

from Figure 2.13, which illustrates substantial differences

between measured and calculated spectra, even of a qualitative

nature.

al_ 7'117C bi

- I ~clear skyl
S.aircraftl

ascent clear skyj partiali aircraft ascent) partial cloud
cloud

Figure 2.13. Distribution of radiation temperature above the

ground and above clouds, from balloon measurements of 135]

a- 1 - 3- A = 8.5, 7.6, and 6.4 pm; b- 1 - 3- A = 10.3, 9.63,

and 14.5 um

For example, in averaging the calculations over the spectral

range 1.2 - 1.5 pm (in accordance with the experimental condi-

tions of [31]), the comparatively narrow ozone band at 9.6 pm

vanishes, although it remains quite strong in the experimental

data. The lack of reliable control of the operation of the

radiometric and spectral equipment on satellites makes it impossible
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to determine the cause of these discrepancies. However, as shown

by the results of many experiments on satellites of the Tiros and

Kbsmos series, the sensitivity of this equipment varies appreci-

ably under space conditions. This, together with a number of other

shortcomings of the measuring equipment (e.g., the large spatial

displacement during spectral scanning in the interval 7 - 15 Pm

[31] which took 20 seconds) limits the possibilities of using the

data obtained for the optical probing questions considered in

the present book.

One such application might be to verify the method of

calculating the spectrum of the Earth's thermal radiation and to

validate the physical parameters of the atmosphere used in the

calculations. For this purpose, one could also use balloon

spectral measurements of [35], obtained using a Fourier spectro-
-I

meter of quite high resolution (about 5 cm-1 in the 15 Pm CO 2

band) and high accuracy (0.5% of the minimum flux of

1 mW/cm2*Ister.*im). We shall perform this check for the specified

spectral ranges used in the solution of the inverse problems.

The data on the Earth's emission spectrum also find another

application associated with correcting the absorption and self,

emission of the atmosphere when determining the temperature of

the underlying surface from measurements of the latter's radiation\

in the transparent window at 8 - 12 pm (see Chapter 8). For

example, York, et al. [1] used calculations of the Earth's

radiation spectrum for a large number of atmospheric models

determined by the actual profiles of temperature and humidity.

Calculations or measurements of the spectral composition

of the Earth's radiation are very important for developing methods

of solving the inverse problems, i.e., determination of thel

vertical profiles of temperature, humidity (see Chapters 6, 7) or

the other atmospheric parameters. Such calculations allow us to
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model the spectra of the expected Earth's radiation for given

distributions of temperature, humidity, C0 2 concentrations, and

other absorbing substances, and also for variations of the models

adopted in the calculations for the absorption bands of these

substances, the levels of the emitting surfaces and values of

their emittances. In this way, we can investigate limits of /86

variation of the Earth's self-radiation in spectral regions of

interest as a function of the actual variations of the physical

parameters governing the spectral distribution of the radiation.

At the same time, we gain information on the different spectral

ranges as regards the atmospheric parameters of interest and

their regions of influence in forming the radiation spectra

under actual conditions, which is important for a statement of

the inverse problems.

Calculations of the Earth's radiation spectra can also be

used to derive the instrument function of a spectrometer or a

radiometer filter for absolute calibrations of instruments using

a blackbody, whose emission spectra differ from those of terres-

trial objects. This was done in [1] in relating values of the

radiation I, directly measured by the radiometer of the Tiros

satellite in the wide spectral range 7 - 30 Pm, to the quantities

5I,dv, in which the effect of the filter was eliminated; the

process reduced to determining the effective boundaries of the

spectral intervals, allowing for transmission of the filters used

in these radiometers.

3.2. The Role of Temperature and HumidityProfiles

It follows from Equations (2.6) and (2.7) that the variations

in the vertical profiles of atmospheric temperature and humidity

play an appreciable part in the variations of the spectral

distribution of the Earth's self-radiation. This is confirmed by
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numerous measurements on the Kismos satellites 131 - 33], and

also by the calculations of York, et al. [1] for more than 100

profiles of temperature and humidity, corresponding to different

climatic zones and meteorological conditions.

Direct examination of the results of measurements or calcu-

lations of the functional

I, = Iv, [T(P), q(p)] (2,21)

does not allow us to establish any kind of tangible laws for the

dependence of this functional on T(p) or q(p).

The reason is that the values of I in different spectral

regions are determined by the temperature and humidity at differ-

ent levels: in regions of strong H20 absorption, I depends on

the temperature and humidity in the upper layer of the troposphere

and in the stratosphere: in regions of less strong absorption,

the temperature and humidity of the lower and middle troposphere

play an important part; and in weak absorption regions, the role

of T(p) and q(p) is small, while the temperatures of the under-

lying surface and of the clouds arelof primary importance. In

the regions of strong absorption bands of other gases, e.g,, CO 2

(or 03) , the humidity generally plays a small part, and the radi-

ation is determined by the profiles of temperature and concentra.

tion of these gases.

Here the emission of each elementary layer of the atmosphere

contributes to the total radiation with a weight depending on

the wavelength and the vertical distribution of concentration of

absorbing gases. Therefore, to establish the thermal equivalent

of monochromatic emission or the emission, averaged over a certain

spectral range, a rather simple and obvious characteristic is

used, viz., the radiation temperature, i.e., the temperature of
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a perfect blackbody jwhose emission is equal to the given Earth

emission. Since the radiation temperature will lie between the

maximum and minimum temperatures of the atmospheric layer, one

can find a level, of course, for which the true temperature

coincides with the radiation temperature.

This is sometimes used in meteorology to determine some /87

certain "constant" levels obtained empirically. An example is

the 400 mbar level, which, according to the calculations of

Kolosov [46], corresponds to the radiation temperature of the

integrated Earth radiation (we note, however, that direct measure-

ments of fluxes of integrated radiation conducted by Kostyanoyi

[47] using an actinometric radiosonde have shown that this level

varies, in fact).

As has been mentioned, the decrease with height of the tropo-

sphere temperature at which the main mass of absorbing material

is concentrated is the reason why the radiation temperature in

cloud-free conditions decreases with increase of absorption.

The presence of temperature inversions in the boundary layer of

the troposphere and in the mesosphere (20 - 50 km) smooths out

this effect somewhat. In addition, if the emitting surface is a

dense high-altitude cloud with a cold top surface, an inversion

can be observed: the radiation temperature in the strong absorp-

tion region is larger than in the transparent window of the

atmosphere. This effect was obtained both in the calculations

of [37], and experimentally on the Tiros III satellite [B.14]

and on balloons [35]. Radiation exhibiting this inversion is

shown in Figures 2.13 and 2.14. The depth of this inversion,

which reached 40 degrees for 6.4 Pm (Figure 2.13 a), for

example, is easily explained from analysis of the two main com-

ponents of Earth radiation: emission of the hot underlying

surface attenuated by the atmosphere, and self-emission of the

latter. If the temperature of the underlying surface is high
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°C enough, then, in spite of a cer-

tain amount of attenuation in

the region of relative transpar-

0 ency of the atmosphere, there is

-o more outgoing radiation than in

the strong absorption region where

the emission comes from higher

-z layers of the troposphere. And /88

o I if the underlying surface has a

Fgg doo 1z '/o /iz v,~gM-g ' low temperature, then the outgoing

radiation in the strong absorption
Figure 2.14. Spectral behav-Figure 2.. Spectral behav- regions is determined to a sigt
ior of radiation temperature
from balloon measurements nificant extent by the warm layer
of [35] of the mesosphere (in spite of

1- in cloud-free conditions; the low concentration of absorbing
2- above high-altitude
dense cloud material in this layer), while

the cold underlying surface

radiates in the transparent windows, and the contribution of the

mesosphere will be negligibly small. As a result, the radiation

temperature in strong absorption regions can be higher than in

the transparent regions. These contradictions in the radiation

temperature can be used to detect high-altitude cold clouds (in

particular, thunder clouds) from satellite measurements of

radiation in the transparent windows and the absorption bands

of H2 0 or CO2 gases.

3.3.3. The Role of the Underlying_Surface andof Clouds

A significant part in the variation of the Earth radiation

spectrum is played by the underlying surface and the clouds,

considered as a radiating surface. This is due to variations of

temperature and emittance of ground formations and particularly

of clouds (see Figure 2.14). It is quite clear that the most

noteworthy effect of these factors appears in the transparent
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windows, while in the strong absorption regions the effect is

comparatively small. This is illustrated in Figure 2.13, which

shows both the three-dimensional behavior of the gradient of

radiation temperature in different spectral regions. The smoothing

out of the gradient of radiation temperatures of ground surfaces

in clouds as the absorption of the atmosphere increases can be

used to solve one qualitative problem of satellite meteorology,

i.e., the identification of clouds against an underlying surface

background which has the same reflecting properties or emits the

same kind of radiation in the transparent windows as the cloud

does (e.g., against a background of snow).

The method considered in detail in [371 is based on the

difference in absorption of radiation by clouds and background in

the atmospheric layer above it. This difference axises from the

fact that almost always the upper boundary of clouds lies above

the level of the Earth's surface, but the concentration of absorbing

material falls off rapidly with height. Therefore, the masses of

substances contained between the cloud and the observer will be

less than the mass between the observer and the ground surface,

and as a result the self-emission of a cloud will be absorbed less

on the path to the observer than the emission from the ground

surface. Therefore, the contrasts between the radiation temper-

atures of the window and of a band large enough for a background

will diminish with increase of height of the cloud.

In this problem, as in quantitative investigations of the

atmosphere and the underlying surface, one needs data on the spec-

tral emittance of the latter. From measurements of the emission

spectra of a number of natural surfaces [48 - 52], one can con-

clude that the majority of these (snow, water, vegetation, and

certain types of soil) emit almost like blackbodies. However,

some of the surfaces (dry quartz sand, spruce forests, and even

water) have an appreciable reflectance, which increases with
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increase of the angle of incidence and reflection of the radiation.

This circumstance should lead, at first sight, to a large devi-

ation of Earth radiation from that of a blackbody at the surface

temperature. In actual fact, there is a partial or even complete

compensation (depending on the air temperature gradient) of the

surface radiation by the atmosphere radiation reflected from this

surface. This is illustrated by the radiation spectra obtained

in [52] for dry sand and grass cover under daytime and night-time

conditions (Figure 2.15). It is easy to see that the spectra

over sand with a cloudly sky and over grass are Planckian, while /89

the minimum in the sand spectrum for night-time conditions is

somewhat smoothed out in comparison with that for the daytime

case.

A similar situation will probably be observed also above

clouds whose albedo, according to calculations of [7],Iin the

transparent window for stratified clouds can exceed .20%, regard-

less of their water content and geometric thickness. Recent

calculations by Yamamoto, et al. [531 in the 8 - 12 pm spectral

regions have shown that the emittance depends on the cloud

characteristics, and that 6 = 0.9 for dense clouds.

Appreciable variations in the field of Earth self-radiation

are associated with cirrus clouds whose transparency can vary

over wide limits. Assuming that cirrus clouds are made up of

spherical ice particles and considering their different concen-

trations in [1.29], the attenuation of the intensity of ascending

radiation was calculated for the 8 - 12 pm transparent window,

the 6 - 6.5 pm H2 0 band, and the entire thermal region of the

spectrum. The calculations were performed for several types of

atmospheric stratification, corresponding to different latitudes,

and in each of the models account was taken of the transformation

of radiation by cirrus clouds with different concentration of
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Sl absorbing and scattering particles

a b N 0; 5-10-4 ; 310-3; 110- 2 and

-1 -3 -2 -3
4/3 1-10 cm (for N < 10 -  cm

I ,/ cirrus clouds are no longer seen).

! 1/ 7 As can be seen from Figure 2.16,
-2 -3

I even for N = 10 cm 3 , the

Se' / / fo /9 /F-7 MI emission is reduced by 5 - 15%

and for N = 10 cm , this
Figure 2.15. Spectra of
natural radiation of sur- decrease reaches 70% for tropical
faces, from [52] regions. The attenuation of

The broken lines show black- radiation by cirrus clouds is the
body radiation at the tem-
perature of the surface. a- most probable reason why the radi-
grass cover: 1- daytime ation temperature of the under-
radiation (T = 3050 K); 2-
night-time radiation (T = lying surface, including the
2830 K); b- dry sand: obtained from measurements
1, 3- daytime and night-time ocean,
radiation in cloud-free of Earth radiation in the trans-
conditions; 2- daytime parent windows at 8 - 12 pm from
radiation with dense cloud

satellites, differs appreciably

from the true temperature (see Chapter 8).

[0 g R

I I I I II I " I

scattering, a- X = 6 - 6.5 1m; b- A = 8 - 12 Tm; 1 - 5- N = 0;

5-10 ; 3"10-3; 10- 2 and 10- 1 cm- 3
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§ 4. Angular Distribution of Self-Radiation /90

The angular distribution of self-radiation of a plane-

parallel atmosphere I(e) is determined mainly by the vertical

profiles of temperature and air humidity. Therefore, the

function 1(e) should vary noticeably over the globe and with time,

and depend strongly on the spectral region. There is evidence

of this, for example, in the calculations of intensity of outgoing

radiation obtained in [1] for a large range of variation of ver-

tical distributions of temperature, humidity, and ozone concentra-

tion.

In [1], the angular behavior of the intensity of outgoing

radiation in the spectral range 7 - 30 pm was determined from

calculations of 1(e) for 106 atmospheric models at the angles

8 = 0; 20; 45; 60 and 78.50. The ratios I(0)/I(0) shown in

Figure 2.17 for some of these models, including some of the

extreme cases, indicate that the function I(0) varies from strong

darkening of the Earth's limb in cloud-free conditions at high

humidity (this type of behavior is typical for the Earth's

atmosphere) to practically complete independence of 0 in condi-

tions of dense cloud at the level 400 mbar above which the

humidity is small. When there is a severe temperature inversion

near the ground, there is even some brightening of the horizon.

Reference [1] determined the curve of 1(e), averaged for

all 106 cases (see Figure 2.17) and approximated by the poly-

nomial

S() = I(0)(1 + aO + b 2 + cO), i (2.22)

where a = -1.989*10 , b = 5.87610- 6 ; c = -1.928-10 -  (0 is in

degrees).
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-4.0 -X-6 * i

Figure 2.18. Dependence of
Figure 2.17. Calculation of the y(e) on 1(0)
angular behavior of I(6)/I(0)

for typical atmospheric strati-
fication, according to Equation In order to calculate the
(2.1) variation of darkening in the

1- clear sky, large inversion
near the ground; 2- dense
cloud, 400 mbar; 3- clear sky, [] determined the ratio
weak inversion near the ground;
4- dense cloud, 700 mbar; 5-
dense cloud, 930 mbar; 6- T(0)= (0)/1 () (2.23)
clear sky, high humidity; Y(O) a0+b02 c0-1

averaged over 106 models
which goes to unity in the case
I = y(e).

Values of y() are shown in Figure 2.18 as a function of

the absolute intensity ation of the nadir (0), calculated for each

given case. It can be seen that these deviations have a syste-

matic character, described by the a +p(0). The increase of

darkening with increase of I(0) corresponds to a systematic

variation in the vertical gradient of temperature and humidity

in going from warm cloud-free regions to cold regions, or to

conditions with dense clouds.eIn addition, a random scatter in

y(e) was observed, due to random variations in the vertical

profiles of atmospheric temperature and humidity.

It was shown in seen that these variations are not very

important in calculating the fluxes of outgoing radiation
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S=n1(0)cos 0 sinOdO. I (2.24)
0 0

2 In using the empirical formula /91

/ proposed in [1]

I (0) = 1 (0) {1 + [aI + P1 (0)1
(aO + bOt + 3)}, (2.25)

where I(0) = 7.6 mW/cm2" ster;

, to a 'o ' o .a = -1.375; B = 0.313, the error
in F does not exceed 2%.

Figure 2.19. Comparison of
measured angular profile of From similar calculations

1(e) in the 8 - 12 pm trans-
in [54], approximate expressions

parent window [39] (1), with
the theoretical values of type (2.23) were constructed
obtained in [54] by averagingobtained in 4] by averaging for 1(e) in the 8 - 12 pm trans-
calculated curves for July
(2) and January (3) parent window of the atmosphere

(Figure 2.19). These calculations,

which are important for the problem of determining the temperature

of the underlying surface, are evidence of a more variable behav-

ior of 1(0) in comparison with the integrated case of [1]. This

result can probably be explained by the fact that in actually

posing the problem, the calculations of [54] were not done for

the clouds considered as an underlying surface. We note, however,

that this conclusion follows from investigation of the angular

behavior in the 8 - 12 pm window according to experimental data

obtained on satellites of the Tiros series [39].

The method of measurement of radiation on the Tiros satel-

lites does not allow determination of 1(8) for a single atmos-

pheric situation simultaneously over a wide enough range of angles

6 (as was obtained, for example, from the data of the scanning

telephotometer on Kosmos 149 for the visible part of the spectrum

[55]). Therefore, [39] constructed distribution functions for
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measured values of I(e) for all ranges of 6. Then they determined

average angular profiles for different time intervals and lati-

tude belts. From these results, the authors of [39] suggested

an empirical curve for the angular behavior of Earth radiation in

the 8 - 12 pm window, which is well approximated by the formula

1(0) =I(0) [1i+ aO +b2  cO+d'] (t, ) I (2.26)

where a = -1.116-10-4; b = -5.87310- 5 , 1.38710- ; d =
-8

-1.523-10 . The function in 6(t, cp)/60 in Equation (2.26)

describes the timewise and latitude variations of the angular

profiles. The behavior of the polynomial in 6, which the authors

of [39] called a statistically invariant form of the disc

darkening, is shown in Figure 2.19. The function 6(t, cp), given

in [39] in the form of a two-dimensional table of order 10 (the

average of 100 values is 60 = 0.0427) is approximated by the sum

of products of trigonometric functions (in t) and Legendre poly-

nomials (in cp). It can be seen from the figure that the empiri-

cal function I(6)/I(0) is underestimated for all 6 in comparison

with the theoretical angular profiles of [54], and the difference /92

between corresponding values remains the same for all 6 > 30. One

possible cause for this systematic underestimate is the fact that

the calculations in [54] did not account for the tropical zone of

increased humidity, while the experimental curve in [39] was

obtained from measurements at all latitudes, -750 I~ 750.

Another cause may be the above-mentioned absorption of radiation

by cirrus clouds located at large altitudes and therefore capable

of producing a more rapid behavior of disc darkening. In any

case, this comparison, like the other results of [39] (e.g., the

differences in the latitude and timewise behavior of 1(6) from

the data of Tiros IV and VII) shows that the laws of the angular

behavior of Earth radiation require additional investigations

with allowance for sphericity.
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Examining the question of the use of the angular radiation

profiles obtained to determine radiative fluxes F from the

measurement of I(0) in the case of partial cloud cover, the

authors of [1] reached the conclusion that errors in the corres-

ponding averages will depend on the range of observation angles,

and also on the ratio of scales of nonuniformities and angles of

view of the radiometer. However, in order to investigate the

three-dimensional structure of the radiation field, we need

methods for allowing for horizontal nonuniformities in the fields

of temperature, humidity, and cloud cover in the theory of

thermal radiation transfer. On the other hand, we should also

account for random variations in the vertical profiles of

temperature and humidity, which, as follows from Figure 2,18, are

the cause of corresponding variations in 1(6). These problems

will be considered in detail below.

As regards the role of the sphericity of the Earth in

determining 1(0), we restrict ourselves to a brief listing of

the results obtained, since they will not find immediate appli-

cation in what follows.

§ 5. Calculation .of Horizontal Nonuniformities

5.1. Basic Relations

The plane-parallel atmospheric model can be used only to

examine homogeneous or very limited sections of the underlying

surface, atmosphere, and clouds.j In the real conditions, there

are spatial variations of the vertical profiles of atmospheric

temperature and humidity, as well as of the temperature of the

underlying surface and the clouds, which entail corresponding

variations in the characteristics of the field of Earth self-

radiation.
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We assume that the temperature and specific humidity of the

air depend on the horizontal coordinates x and y, i.e,, T

T(p, x, y) and q = q(p, x, y). Then the three-dimensional

equation to determine the radiative intensity I (p, x, y; 8, p)

will have the form:

cos O sin sinin ai9  sin 0 cos 1 lv
p pg ax pg 9y (2.27)

k, (p) q (p, x, y)k 9 (p)q(px , {I(p, , y; 0,~) - B [ T (p, x, y)1}.

For simplicity, we consider the two-dimensional case, where

the given and the unknown function depend only on a single

horizontal coordinate, e.g., x, i.e., the fields of T(p, x) and

q(p, x) are uniform along y and 3I /3y = 0 (it is not difficult

to generalize the results obtained to the three-dimensional case).

Going over to dimensionless coordinates ( = x/L, C = p/p 0

(L is the average scale of horizontal nonuniformities), we write

Equation (2.27) in the following form:

a) for the intensity of the ascending radiation IT:I  /93

cos 0 - si sinll i - = k,()woq(, 5) [I - B]; (.2.28)

b) for the intensity of the descending radiation I:

-cos0 - -s sin ~p-- = k,()woq(C, 6) [It - B]. (2.29)

Here a = p 0/p 0 gL = H/L is a dimensionless parameter (p0 is the

surface air density; H is the height of the uniform atmosphere);

and w 0 = p 0q 0 /g is the mass of water vapor in a column of the

atmosphere reduced to standard pressure at q 0 = q(P 0 ). It was

assumed in deriving Equations (2.28) and (2.29) that the air
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density varies with height according to the same law as the

pressure does.

The boundary conditions for determining I~ and I ,are:

I (1, g; 0, 4) = B, [To (%) ;, (2.30)

It (0, g; 0, ) = 0. ( 2.31)

Further, let

T(, )= T (t)+ T' ( , ); T'.( , E) = 0; 1 (2.32)

q ( ) ( + q'(q, ); q'(, )=0, (2.33)

where T(r) and q(C) are the average profiles of temperature and

humidity (the bar denotes averaging over the entire interval of

5 considered); and T'(C, C) and q'(C, 5) are deviations from

the mean profiles, with T' << T, so that, to a high degree of

accuracy, we have

BV [T(f, 8)]= Bv I: ( ) + aT ) (2.34)

We represent the desired function in the form of the sum

IV (, ; 0, P)= I (G, 0, V) + I (G, ; 0, V), ( 2.35)

where I is the average value of I over the range of C; and

I' is the deviation from this average, which is quite small

compared with I

Substituting Expressions (2.32) - (2.34) into Equations

(2.28) and (2.29), we obtain equations for determining I and I'

* We shall perform calculations for the ascending radiation; the
results are similar for the descending radiation.
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cos 0 = wok, (5) i7 () {I (, , ) - B, [ T ()} +

B, ()1 (2.36)
+ wok, (() q' (C, 5) Iv (C, g; 0, Vt) - B ')

v(1, 0, ) = B, (To); 2.37)

- cos a sin0 sin q

W= okv()qQ() Iv(T, ; T, B)T (T (2.38)

+ ook, () q' (5) { (, ( , 6, ) - B, [T ()I};

BB, (T)
Il, (1o,0; V) = To (2 39)

The formal solution of Equation (2.36) with boundary condi- /94

tions (2.37) has the form

,v(, 0, B)= B,(T,) e.p T[-- r( 1, 0)] --i a [I (t)]

SaB, r (t)l (2.40)

Iq' (t, )v(t, X

x q'(t, ) T' (t,)]} 8x . . ) dt,

where

T ( , t, 0) = o sec 0 k.,(t1  j (t,) dtl.

It contains the unknowns q'li and qT' , to determine which

we need additional equations. However, if these quantities in

Equation (2.40) are small, they may be omitted, i.e., we consider

the value i,(, 0)I thus obtained as a first approximation, which

allows us to determine I' from Equations (2.38) and (2.39),

and therefore, also q'I' (we need to know q'T' from empirical

data).

Applying a Fourier transformation to Equations (2,38) and

(2.39)
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J,(2, .; 0, 2).= (2 41)

(w is the wave number), and assuming that I (, ;0,V)-0 ifor -4 -oo,
we obtain an equation for J :

cos 0- -- sin sin J, =

= wok () { () J , (  ); 0 ,  ) aB [T ()] , o). (.2 . 42)

+ iok, ( )a(5, ) {, ( , )- B, [T()]};

S(1, ; , )Po (). (2.43)

Here,

+oo +oo

p (5, r)= Z e) d=T; po (To) .). e() e' i d (2.44)

+o

d(1, cS) = -'( ei (2.45)

where we assume that the functions T' and q' admit of Fourier.

transformation, i.e., they tend to zero in the required manner

as 5 ---t- oo.,

The solution of Equation (2.4) with boundary condition (2,34)

has the form

, ; , ) = o Po ()) ~-ioa tge sin p )exp [- i( , 0, 0)] -

1., q, ×

a qp(t, ) - I(,)-B (T()] x (2.46)

X ia tg 0 sin ' a exp [- t( 0) t, ) .

If we carry out the inverse Fourier transformation for Equation /95

(2.46),
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I;( ; , p) = S J(, o; 0, V) eldo,

then, taking into account that

T' (, ) = p( , O) ei-do; .q'(t, i) = (. )e,

we obtain the final solution of Equation (2.38):

OB (TO)
, ; , ) = ,, T, [(, , 1; 0, ) exp [- (C, ,0)] -

jaB, [T(t)] _ [T(t) T' It , (, t;, (2 47

Sv (t; 0) - B, [T (t)] ' t, ( ; , exp - (, t, 0)1 dt.

q (t) J ot

Here

u (t , , t; 0, *) = - a tg6sin. InS ./

The function !1=(1/Av) Idv (or J ), averaged over the spectral

interval Av, can be represented in terms of the transmission

function P,(, t,0)we drop the ~ sign):

aB, (T(,)
,(, ; 9 )T- o - To 1 ( , ,1; ., V)1 P(, , )--

-I- aB, T(t)] T[t , t, ; 0, i) - (2.48)

I t,( ) t, )- B, T(t)] a g(, t, 0)
S ((q (M q ' [t,1 ( , , t; , )1 , at dt.

Expressions (2.47) and (2.48) show that the horizontal

nonuniformities in the radiation field described by the function

I' are determined mainly by the functions T'( , 5) and q'(r, E),

and also by the parameters of the problem, i.e., the transmission

P of the atmosphere, the nonuniformity scale L, etc, In the

actual conditions, T' and q' are random functions, and therefore
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I'? will also be a random function of its coordinates. Therefore,

large-scale calculations of I' using the quite cumbersome

formulas (2.47) or (2.48) will not be sensible. It is clearly

desirable to determine the statistical characteristics of

horizontal nonuniformities, which will be done in Chapters 4

and 5.

However, we can obtain some idea of the behavior of the

function I' with change of its arguments without making

detailed calculations.

5.2. Behavior of the Function I'

The functions T' and q', used to express I' , depend on a

difference of the type -a tg0sinpIn(t/), which is a characteris-

tic of Equation (2.38). Therefore, radiation I' , determined

by temperature variations T' and humidity variations q' at points

with coordinates t and ip= -atg0sin1In (t/), Icomes to the point (t, ):

in the direction (0,i)i.

When -0,and E is a finite quantity, the functions T'(t, n)

and q'(t, n) go to zero for all 0 r 0 and cp r/ /2. Then the

function I' also goes to zero. This means that, at an infinite

distance from a plane layer of the atmosphere, there is complete

smoothing out of features of the radiation field, due to smoothing

of the fields of temperature and humidity as E-*ooi (from the

definition of the validity of the Fourier transformation).

We consider the behavior of I' as a function of changes in

the other parameters. It is easy to see that for 6 = 0 (the

direction of observation is to the nadir) the dependence of I'

on C is completely governed by the variations in the profiles of

T' and q' above the point 5, while the variations T' and q' along
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the horizontal coordinates play a part in an inclined direction

(e X 0). In particular, when = 0 and 0 = 0, the smoothing of

I' will be determined only by absorption and self-radiation of

the vertical column of the atmosphere.

A similar effect is obtained also for i = r/2, i.e., for a

direction of observation along the y axis. In this case, the

radiation reaches the observer from a horizontal uniform layer

of the atmosphere corresponding to the coordinate E. If 0 + f/2,

i.e., the direction of observation is close to horizontal, then

I' is determined by the values of T' at the point (r, 5), and

lim I, , ; O, .)= ( T' )
0 n/2

Such a simple relation arises from the fact that the plane layer

of the atmosphere which we are considering radiates in the hori-

zontal direction like a blackbody lwith a temperature equal to

that at the point of observation.

The behavior of I' depends to a considerable extent also

on the parameter a, which depends mainly on the scale of

nonuniformities L. With decrease of L (increase of a), the

smoothing out of details of the radiation field occurs at lower

levels of C. Conversely, if the nonuniformity scales are large

(a is small), the horizontal nonuniformity of the radiation field

will appear up to very great heights. Finally, the effect Of

variations of T' and q' on the variation of the intensity of

radiation depends on the nature of atmospheric absorption in

the given spectral range, and also on the mass of absorbing

material in the path of propagation of the radiation.
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5.3. Variations of Radiative Fluxes

We note one further important consequence of Equations (2.47)

or (2.48). Practically all instruments measuring Earth radiation

have a finite aperture, and sum the radiation which arrives from

a certain solid angle, defined by the angular sensitivity of the

instrument K(O). Therefore, the variations in the radiative

fluxes

Fv( ,)= I S ( , ; 0, V) x () sin 0 dO6dV (2.49)
00

will describe the actually measured horizontal nonuniformities

of the radiation field, averaged over the instrumental field of

view, whose optical axis is directed towards the nadir.

We represent the angle of sensitivity of the instrument in

the form

x(O)=cos"O OO<; n=0,1, 2,.. (2.50)

(the special cases n = 0 and n.= 1 correspond to instruments with

spherical and plane detecting surfaces, with an angle of view

of 2rr).

We assume, further, that the dependence of 1(6) on 6 can be /97

neglected (the results of § 4 of the present chapter show that

this is valid). Then it is not difficult to determine the

Fourier transform for the flux Fn (C, )I

o , = - Fn (C, t) ei-Zd (2.51)

(the subscript v has been dropped).
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In fact, by substituting Equation (2.51) into Equation (2.49),

and taking into account Equation (2.46) for J,(,w; 0,V), and

carrying out integration with respect to 0 and 4, we obtain:

a) T Po(Q)) 'I [w0 ~k,(t);(t)'dt, oa In 11

1 aB %[T(t)l . a "l(t), o)} X( (2,52)

- T× p (t, ) - i (t) ( t, ) 2
X LY.+2 W k,(u)(u)du, In dt.

Here

Y'k (r .) = e"sJ 0 (V( 2 I-P (k = 1, 2, .. .) -
1

are generalized exponential integral functions of the two

variables r, v, obtained above from solution of the analogous

problem of reflected solar radiation (see § 7, Chapter 1); and

a/aT1 denotes the partial derivative with respect to

t

r =WoS k, (u)q (u)du.,

Taking into account the properties of the function ThF, we

can investigate the asymptotic behavior of @~ (5,), e.g,, the

rate of damping of radiative flux variations with change of the

absorption k., the mass of absorbing material w0 , the scale of

nonuniformities a, or the position of the observer 1. In

particular, for 5 + 0 (the top boundary of the atmosphere going

to infinity), the flux variations go to zero. The properties

of the function D, ( ,w), will be considered in greater detail in

Chapter 5, when we investigate the relation between random

variations of the radiation field and random variations in the

fields of meteorological elements, since the physical meaning

of this function will then become clearer.
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§ 6. Allowance for Sphericity of the Earth

Because of three-dimensional nonuniformity of the fields of

atmospheric temperature and humidity, and also the temperature of

the underlying surface and of the clouds, allowance for sphericity

reduces to solving the three-dimensional radiative transfer

equation, similar to Equation (1.96); the Planck function is the

source function in this kind of equation.

However, since the clouds and the underlying surface create

the main effects of the spatial nonuniformities of the radiation

field, one can restrict attention to a spherically symmetric

model of the Earth, when calculating the basic laws for the

intensity of radiation to be used in most applications. A

characteristic of this model is that the temperature of the

atmosphere and the underlying surface, the concentration of absorb-

ing material and the absorption coefficient depend only on the

distance r from the Earth's center. In this case, the intensity

of the radiation I,(r,0);, which depends on r and the angle 0

between the direction of propagation of the radiation and the /98

angle to the nadir, is given by the transfer equation

O I _ sin 0 01.

COS tr - ---- = a((r, ) - B, [Tr)}. (2.53)

The first problem formulated in this way was considered

by Kuznetsov [40] whose object was to determine the vertical

temperature profile in a spherical atmosphere. In recent years,

from solution of Equation (2.53) for quite a large number of

atmospheric models, numerous data have been obtained on the angular

distribution of the Earth self-radiation in various regions of the

spectrum [B.12, 41 - 45, 56]. Some experimental data have also

been obtained from radiometric investigations of the angular

structure of the radiative field, using balloons, rockets, and
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satellites [16, 33, 57 - 59]. Naturally, the angular behavior

of the Earth radiation near the horizon is of very great interest.

From calculations of the intensity of outgoing radiation for

three mean-season and mean-latitude stratifications of the atmos-

phere: cp = 0 (equator, summer) and p = 65 degrees (summer, winter)

under cloudless conditions, and for dense clouds at 3 and 9 km,

Kondrat'yev, et al. [B.12, 41] investigated the basic laws for

the angular behavior of Earth radiation, in 13 spectral ranges,
including the absorption bands of H201, C02 , and 03, the trans-

parent windows, and the whole range of thermal radiation, Simi-

lar investigations for typical atmospheric models, corresponding

to mean latitudes, and for the tropics, the arctic, and deserts,

under cloudy and cloud-free conditions were performed by H\anel,

et al. [43], and also in [45]. For specific synoptic situations,

including partial cloud conditions, the angular behavior of the

self-radiation was calculated by Kondrat'yev, et al. [42]. The

refraction of the atmosphere in the thermal spectral region was

calculated by Walk, et al. [44] for four model atmospheres,

embodying a wide range of variations of meteorological conditionsl.

Yakushevskaya [56] compared the angular behavior of radiation

from the spherical Earth with and without allowance for

refraction.

The results of these calculations show that the angular

profiles of Earth radiation near the horizon depend strongly on

both the spectral range and on the meteorological conditions.

The main features of the angular behavior of the radiation in

different spectral regions are repeated with certain variations

in all the theoretical calculations, For cloud-free conditions,
the following general laws apply for the angular profiles near

the horizon:

164



1. In weak atmospheric absorption regions, the radiation

rapidly falls to zero as the perigee of the rays increases. For

example, for the transparent window in the range 10 - 11 pm, it

goes to zero even for rays with a perigee of 10 - 15 km.

2. In the CO 2 and H20 absorption bands, the radiation near

the horizon can even increase and then slowly decrease, going to

zero for rays with a perigee of 50 - 60 km.

3. As regards the 9.6 pm 03 absorption band, quite strong

darkening of the edge of the disc towards the horizon is obtained,

and then there is quite a sharp fall-off in radiation in the

outer layer at the fringes of the 10 km atmospheric layer, and

a slow decline for rays with large perigee.

These laws have a comparatively simple explanation when one

considers the vertical profiles of temperature and concentration

of absorbing material in the atmosphere, and also the cloud

cover, which can introduce appreciable changes in the nature

of the angular profiles. A detailed account of these topics has

been given in a book [B.12].
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CHAPTER 3

THE STRUCTURE OF FIELDS OF ATMOSPHERIC PARAMETERS

§ 1. Method of Construction of an Optical Meteorological Model

of the Atmosphere

Taking into account the results presented in Chapters 1 and /99

2 and the special methods used for the problems solved in

this book concerning optical probing of the atmosphere from

satellites, we can suggest a rational method for constructing

an optical-meteorological model of the atmosphere. This model

includes a system of statistical characteristics for the verti-

cal and three-dimensional structure of the fields of meteorologi-

cal elements and optical parameters responsible for generating

the Earth's radiation field, as well as statistical characteris-

tics for the spectral or angular structure of the latter. A

determination of these characteristics must be based on statis-

tical treatment of a sufficient quantity of measurements of the

atmospheric parameters considered as random functions of their

arguments.

Let all realizations of a random function fi(x) (i = 1,

2, ..., N) be given in the interval a x b or at discrete

points xk (k = 1, 2, ..., n) of the interval [a, b] (in this

case, fi(xk) are considered as a set N of random n-dimensional

vectors). We will describe the structure of this ensemble by

the functional characteristics (or their vector and matrix

analogs in the discrete case), enumerated below.
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1. The mean function or the norm

N .1

(x) =(X (), ) (3.1)
i=1

describing the mean profiles of a given random function.

2. The dispersion of the random function

ND, (x) = I [fi (X)12 (3.2)
i=1 J

or the mean square deviation

t (x) = yD (x), (3-3)

which describe the behavior with respect to x of the deviation

f; (x) = f (x) - '().I

3. The autocorrelation function

N

Bl,(x, Y)1f (x) ft (y) (a ; y ( b). (3 .4 )

describes the correlation between the deviations f'. at two
1

arbitrary levels x and y. For random vectors, the analog of the

autocorrelation function is the autocorrelation matrix

N1 . (3.5)B,, (X.k, x,)= s 1 (xk)t, (xk).

In practice, we often use also the normalized correlation /100

function

St (x, y)
r,(x, y) b (X) at (y)
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or the normalized correlation matrix

Bt (3,7)rf (xlz )= 1tf ('k')X "

The values of the function (3.6) or the elements of the

matrix (3.7) are coefficients of correlation between the devi-

ations f'i at the different points x and y (or xk and x ).

4. The system of empirical orthogonal functions, which are

eligenfunctions of the autocorrelation function (3,4), considered

as a symmetric kernel of the Fredholm integral equation

b

[ (X)= B (x, y) (P (y) dy, (3.8)

where p are e'igenvalues of the kernel Bff. In the discrete case,

the analog of the eligenfunctions are the eligenvectors of the auto-

correlation matrix (3.5).

As has been shown by Obukhov [1] and Bagrov [2], the empiri-

cal orthogonal functions can be used to approximate any random

function f' (x) with a given error by means of a minimum number
1

(for all orthogonal systems) of basic functions. Here the ratio

of the sum of the corresponding ejigenvalues to the trace of the

matrix describes the accuracy of this approximation,

5. The statistical relationship between the variations

f'i(x) and the variations of a random function g'i(y) defined in

the interval c~yad generally speaking, of another argument y

(and therefore, describing another simultaneously recorded random

atmospheric parameter), are described by the joint correlation

functions
N

Bfg (x, y) =- h (X) gi (Y) (39)
6=1
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or, in the discrete case, by the joint correlation matrices

B(g (xk, () + (3.10)

The values of the normalized function

B( lg(x,y)
r-g(x, y) ) ,(x)g(y) (3,11)

and the elements of the matrix

. Bfg(kX Y I)
rfg(xy, Yi) = 6(x )3g(y) (3.12)

are coefficients for the correlation between f' and gt for
i 1

different values of the arguments x and y. Determination of the

statistical characteristics enumerated requires only very general

postulates regarding random functions, i.e., stochastic continu-

ity and existence of finite moments of first and second order.

If the values fi(x) are distributed according to the normal law,

then these characteristics contain complete information on the /101

structure of the random function. For an arbitrary distribution,

the moments of higher order must be determined.\

Similarly, one can describe the structure of two-dimensional

random functions f.(x, y), but in general the moments will be

functions of four variables. But if one constructs an ensemble

of one-dimensional functions which are sections fi(x, y) in

fixed directions in the (x, y) plane, then one can obtain the

statistical characteristics (3.1) - (3.12), which depend para-

metrically on the direction. If there is no such dependence, it

will mean that the random field is isotropic.

Two-dimensional statistical characteristics are also obtained

in the case of non-isotropic but homogeneous random fields, when

the moments of the function f(x, y) depend only on the displace-

ments and n along the x and y axes. For example, the correlation
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function will have the form

+00'+00

B (E, I)= S S '(x + , Y+q) '(x, y)dx dy. (3.13)

For a homogeneous and isotropic field, the correlation

moments of second and higher orders will be functions of a

single variable, the distance e between the points (x, y) and]

(x', y'), e.g.,

+00

Bi, (P) = S ' ( + r) f' (r) dr. (3.,14 )

6. An important statistical characteristic is the spec-

tral density, defined for a homogeneous field as the Fourier

transformation

S11 4--- Bf ( , q) exp [i(cu + in.)] d dij

where ox, are components of the two-dimensional wave number

vector.

In the case of an isotropic and homogeneous field, the

spectral density will be the one-dimensional function

St (O) = "" ~" B 0(p) ei'dP. (3.15)
-00

The spectral density describes the distribution of dispersion of

a random function with respect to frequency w.

In the case of locally homogeneous and locally isotropic

fields, the spatial structure can also be described by the

structure function
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D, (p) S [f (r + p) - f (r)]2 dr, (3.16)

which is related to the correlation function by the relation

Dtf (p) = 2 [B (0) - B (p)]. / (.3.17)

These statistical characteristics used to describe the vertical

and spatial structure of the fields of temperature, humidity,

cloud, and other meteorological elements, as well as the vertical

and spectral structure of the scattering coefficients, the

absorption functions, and other optical parameters, constitute

the optical-meteorological model of the atmosphere.* Here one

should bear in mind that the statistical characteristics will be /102

determined from a finite choice of empirical random vectors.

Therefore, estimates of the closeness of these parameters to

the correlation moments determined vigorously with the help of

multi-dimensional distribution functions (see [31) can be based

on comparison of the results of statistical processing of differ-

ent samples. The same thing holds for application of the theory

of homogeneous random fields to fields of the atmospheric

parameters.

The proposed model, whose specific elements will be presented

below, gives a representation in tangible form of the laws of

the distribution of meteorological and optical parameters, which

are stored, as it were, by the atmosphere from amongst the very

many random variations. However, this model allows us the best

determination of the required information to describe a given

sample of the optical and meteorological state of the atmosphere

in terms of some minimum number of measurements of the specific

parameters at the chosen points. For this purpose, we use well-

known methods of statistical linear approximation, interpolation,

* To this model one must also add the statistical characteristics
of the optical parameters of the underlying surface.
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and extrapolation, used by Gandini [4] for other problems.

In fact, if we know f(xk) at all the points xk and we have

specific samples fi(xk) at certain points xk (k = 1i, 2, ...;

m < n), and must determine the value f. of this samplel
1 [

at the other points x1 z xk, then, using the representation

m

f;(xI)= ,ck fi () (m< 1s<n) (3.18)
k=1

and the condition for the functional to be a minimum

N 'm

F[c(')] ---. [ (X = ) c1 (k)2', (3.19)

we obtain a system of equations for determining ().

m

Z ci'Bf (xk, x3) = B1i (xf , x 1). (3.20)
j=1

The coefficients of this system are the elements of the auto-

correlation matrix (3-5). Solving the system (3.20) and substi-

tuting the cl into (3.19), we can obtain an estimate of the error

in the optimum interpolation of (3.18):

F [c)] = B, (x,, x,)- , c') B, (xk, x,).
k=1

Similarly, from measurements of fi(xk) we can establish a func-

tion gi(Yk) correlated with f i(xk), by using the approximation

(Yk),= (3.21)

and determining the minimum of the functional

N 

G [d] = 2 [q(Yk) - dj) (3. 22)
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To determine the dk we obtain the system of equations

n

2 d "' BJf (x, xz ) g k I kx,S=1, y). (3.23)

The errors in this approximation can also be expressed in terms /103

of the correlation coefficients r. :
jg

G [d)l = Bgg(A, y ) - dk)Bg ( it (X Y) (3.214)
i=1

The optimum approximation (or interpolation and extrapolation)

can be obtained using the correlation moments of higher orders.

We illustrate this via an example where the random vector gi(Yk)

at the point yk is represented in the form of a power series in

another random vector f.i(x k):

M

gi (Y)= Y:CMk) fiXk m
m=1

From the condition for a minimum of the functional

N Al '

i=1 m=1

we obtain a system of equations for determining c(m):

M

c Ck)Bjm)(xk, ,) = B(ki)(yk, Z ) (m 1,2 .. , M), (3.25)
1=1

where

N N

BRm)(Yk, Xk) = .[g(yX)[ x)r; B$'?)(?x,, Zr) - [f,(x,) 1t "  (3.26)
i=1 i=1

If, in the optimum interpolation, we take account of uncor-

related errors of measurement due to dispersion, then, as was

shown in [51], additional terms appear in equations of the type

(3.20) or (3.23).
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The use of statistical characteristics to achieve optimum

closures of the system of optical-meteorological parameters used

in investigating the Earth radiation field can be regarded as a

generalization of the method for construction of a closed optical

model proposed by Shifrin [49]. At present, examples have

already been obtained of statistical characteristics of the

vertical structure of the fields of temperature and humidity

[6 - 13], the boundaries of layer-type cloud [15], and a number

of other meteorological elements [16 - 19]. In addition, charac-

teristics have been computed for the vertical and spectral struc-

ture of the aerosol scattering coefficient [1.8, 1.10], and the

angular structure of the scattering index [1.33, 1.34, 20].

There are also data on the spatial structure of the fields of

temperature and cloud [5.21 - 25]. The suitably ordered set of

these characteristics can be considered as a first approximation

for the optical-meteorological atmospheric model.

As experimental data accumulates, the model must be added

to and refined. For these refinements, one can also use a model

of the Earth radiation field whose structural characteristics

are associated with those of the optical-meteorological model

(see Chapters 4 and 5). Specific possibilities for improving

the model are being identified by solution of the inverse prob-

lems (see Chapters 6 - 9), which results in determination of

specific realizations of the atmospheric parameters. Here the

statistical characteristics are used as a priori information on

the solution.

§ 2. Vertical Structure of the Temperature Field

To study the statistical characteristics of the vertical. /104

structure of the temperature field of the Earth atmosphere, we

use data from radiosonde probing of the atmosphere in various

regions of the globe and in different seasons.
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Because of the limited number of regular soundings during a

24-hour period and the nonuniformity in the distribution of points

where regular soundings are made on the globe, and also because

satisfactory and sufficiently complete results of soundings up to

the heights of 20 - 30 km which interest us have appeared only

in recent years, the reliable data available constitute a compara-

tively small group of samples of vertical profiles of the temper-

ature Ti(p). To eliminate daily variations, the soundings of Ti

should be taken during the same period, and to eliminate latitude

or longitude effects, the vertical structure is investigated for

fixed points. Therefore, the empirical material is classified

on the basis of intuitive ideas as to the homogeneity of a

sample of temperature profiles. For example, in [6], the

samples of Ti(p) were combined into eight groups with the follow-

ing designations: continental (Bismark 460 50' N, 1000 35' W), /105

and oceanic (vessel "C," 520 45' N, 350 30' W), stations for

July and January at 00 and 12 hours, Greenwich time.

The statistical characteristics of Ti(P k ) were determined

from a set of more than 100 temperature profiles in each group at

standard levels pk = 1000, 850, 700, 500, 400, 300, 250, 150,

100, and 50 mbar (we note that the level 1000 mbar usually means

the height of the Stevenson screen in which the ground tempera-

ture is measured).* This kind of breakdown gives an idea of the

fluctuations in the statistical characteristics due to seasonal

and geographic conditions and to time of day.

The average vertical profiles T(p) and the mean square

deviations aT(p) for all eight groups given in [6] show the

following well-known peculiarities of the vertical behavior of

T(p) and T(p), which it is important to take into account for

* To increase the number of samples of T i(pk), Boltenkov [7] used

data from soundings at 60 stations. With this choice of data,
naturally, he obtained smoother characteristics for the vertical
structure.
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our work: the presence of surface inversions in January or at

night in July above a continental area (there are no inversions

above the ocean); a considerable daily variation of T(p) at

the surface and a very slight variation above the sea; maxima

of aT(p) at the ground surface in summer, and at levels 500 - 700

mbar in winter (the latter correspond to the cloud layer height)

and at the level of the tropopause, i.e., at the ground-atmosphere,

cloud-atmosphere, or troposphere-stratosphere interfaces.

Conclusions were also drawn in [6] regarding the vertical

structure of temperature fluctuations T' (p) = T(p) - T(p),

described by the autocorrelation matrices BTT(Pk, p1 ) or the

correlation coefficients rTT(Pk', p) (Figure 3.1). For each

level above the tropopause, the values of rTT diminish with

height (apart from certain values of pk ) , go through zero at

almost the same level near the tropopause, reach large negative

values above the tropopause, and then become close to zero

again near p = 50 mbar. If the level pk lies above the tropo- /106

pause, then rTT diminishes without taking negative values. This

type of behavior of rTT corresponds to the typical behavior of

temperature fluctuations with height: positive values of T'(p)

in the troposphere are usually accompanied by negative values of

T'(p) above the tropopause, and conversely. The physical nature

of this phenomenon is not clear. It can be supposed (see [6]),

that, for example, heating of the lower atmospheric layers due

to radiation, advection of heat, or other factors, creating

expansion of the entire atmospheric layer, leads to cooling of

high atmospheric layers, since at these levels the above factors

may not act, and expansion occurs due to decrease in internal

energy and therefore, to decrease in temperature (similar reason-

ing can also be applied to the case of cooling of the lower

layers). The above properties of the correlation matrix BTT

were confirmed by calculations in [7], which used averaging over

many radiosonde stations, and investigated the latitude behavior

of BTT for two meridian sections above the continent and the
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,mbarJ

9- 150

ocean [8]. In addition, as can be seen from Figure 3,2, there

Reduced values of rTTPO' k) are observed particularly at the

7177

Figure 3.1. Vertical behavior of the correlation coefficient

rTT 6] for the Bismark station in January (solid lines) and

July (broken lines). The levels pk (in mbar) are: 1- 1000;

2- 850; 3- 700; 4- 500; 5- 400; 6- 400; 7- 250; 8 200;
9- 150

ocean [8]. In addition, as can be seen from Figure 3,2, there

is a tendency for a reduced correlation at lower latitudes,

Reduced values of rTT(PO, pk) are observed particularly at the

interfaces, above the underlying surface p0 at the level of

the tropopause, and also above layered clouds (see § 4).
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al bi

a- continental section: - Arkhangelsk (64); 2- Vologda (59)--

AM---

A .J

3- Kursk (510); 4- Rostov (470); 5- Tuapse (440); 6- Ash-
khabad (360); b- ocean section: 1- vessel 1 (440); 2-
vessel 2 (520); 3- vessel 3 (350); 4- vessel 4 (620); 5-
Cape Zhelaniya (730). The latitude of the points is given in

brackets

The increase in the ceiling for radiosonde work and the

increased number of rocket soundings have permitted investigation

level [39], show that the variations of T in the 20 - 30 km

atmospheric layer may again be positively correlated with T' at

the surface and in the lower troposphere. We note, finally, that

all the laws mentioned above for the vertical structure of the

fields of T(p) were also obtained in [10, 11].
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§ 3. Vertical Structure of the Humidity Field

Because of difficulties in making reliable measurements of

atmospheric humidity (particularly at great heights), the

vertical structure of the relative concentration of water vapor

q(p), treated as a random function, has not generally been

investigated until recently. The first statistical characteris-

tics of the structure of q(p) were obtained by Popov E6] from

the same radiosonde data considered in § 2 of this chapter for

the temperature field, at six standard levels below 300 mbar.

Examples of average profiles q(p) and mean square deviations

0(p) are given in Table 3.1.

To allow extrapolation to large heights, the curves were

approximated in E6] by the formula

(P) = ( -)- (3.27)

or by the exponential law

q (z) = oe- z. I (3.28)

Here lo,pol are the mean specific humidity and the air pressure

at the ground surface; and x,i are empirical parameters.

Table 3.1 shows that the parameters K and a vary slightly

in the conditions considered. However, Equations (3.27) or

(3.28) provide a good approximation only in the free atmosphere.

However, in the atmospheric boundary layer, especially over the

continents, the actual profiles of qi(p), like those of q(p),

depart seriously from the distributions of (3.27) or (3.28).
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TABLE 3.1. EXAMPLES OF THE VERTICAL PROFILES OF q(p)

AND aq(p) AND VALUES OF THE PARAMETERS q0 , a AND

IN EQUATIONS (3.27) AND (3.28)*

Bismark, January Bismark, July q0=1 2 ,
q0= 3 .3 , g/kg, a=0.391, g/kg, =0.44 7, km 1 ,

P. mbar km -, K=3.00 K=3.54

q aq

1000 1,92 1,05 7,73 2,01
850 1,76 0,98 6,82 1,72
700 1,08 0,,70 3,92 1,56
500 0,40 0,23 0,96 -0,66
400 0,18 0,17 0,52 0,30
300 - - 0,10 0,10

Vessel "C", January Vessel "C", July
q0=9.4, g/kg, a=0.440, q0=9. 4 , g/kg, a=
km 1', K=3.54 0 . 4 4 0 , km- 1 , K=3.53

1000 4,00 1,42 7,28 1,57
850 -  2,32 1,52 5,18 5,40
.700 1,17 1,04 3,05 2,85
--500 0,36 0,11 0,90 . 0,41

400 0,17 0,013 0,38 . 0,07
300 - - 0,13 0,003

* Translator's note: Commas in numbers represent decimal points.

There is an interesting decrease in the correlation moments of

the matrices B!q(Pk PL) and rqq(Pk p1 ) (Figure 3.3) between the

levels 700 and 500 mbar, due, probably, to the formation of clouds atil

that layer. Therefore, the fluctuations of humidity here are deter-I

mined not only by mixing, but also by condensation processes,

Thus, as was true for the temperature field, the vertical struc- /107

ture of the humidity exhibits "interfaces," at which the fluctu-

ations of specific humidity are slightly correlated with q' at

the other levels. Similar results were also obtained in [8, 12,

26] from more complete radiosonde data.
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'mbarl , mbarl mbar

2 q 4 a - .b

-# ..- x-ZI'

o4 Figure 3.4. Correlation

III coefficients r qT(P k' Pk
) for

?' # fC , January (solid lines) and

July (broken lines)

Figure 3.3. Vertical behavior a- calculations of [3.6] for
of the correlation coefficients the Bismark station; b-
rqq(pk' pZ) in January (solid calculations of [26] from

lines) and July (broken lines). the data of [9]
The levelslpk (in mbar) are:

1- 1000; 2- 850; 3- 700; 4- The relationship of the

500; 5- 400 fluctuations q' and T' at the

different levels is described by the joint correlation matrices

BqT(Pk, PZ) and rqT(Pk PZ). The results of calculations of

BqT and rqT , given in Figure 3.4 for summer and winter months at

continental and oceanic stations from the data of [6], indicate

considerable differences between rqT(Pk, P) for the winter

(0.8 - 0.9) and for summer (0.3 - 0.4) above continents (roughly

the same ratio rqT was obtained for land and water). The causes

of these differences are probably processes occurring during

temperature fluctuations in summer conditions above dry land,

and causing humidity fluctuations of opposite sign.

In particular, the increased temperatures in summer in the

surface layer implies, on the one hand, an increase in specific

humidity due to increase of evaporation, and, on the other hand,

a decrease of q(p 0 ) because of convective fluxes which reduce

the humidity at the ground surface. The effect of this kind of

opposing factors is illustrated in the curves of rqT in Figure
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Rmbar P, mbarl

al b,

Figure 3.5. Latitude behavior of rqT(PkPk) for the same

sections as Figure 3.2

a- continental section; b- ocean section

3.5, obtained by Boldyrev, et al. [8] for the above-mentioned

meridian sections. It can be seen from Figure 3.5 that there

is a large latitude variation of rqT , where rqT decreases

toward the south. For example, in desert conditions (Ashkhabad),

this kind of correlation between q' and T' is practically absent

at all levels. In [81 the decrease of rqT toward the south is

due to an increased moisture deficit, the result of which is

that even considerable temperature fluctuations do not imply a

variation in the specific moisture content. This hypothesis /108

receives some support from the more uniform latitude behavior

of rqT above the ocean.

The latitude behavior rqT is probably associated with other

processes, in the first place with condensation and cloud

formation. This is precisely why almost all the curves of rqT
have minima, corresponding to the condensation levels (see

Figures 3.4 and 3.5). However, for more reliable conclusions and

reliable use of the characteristics examined, one must carry out

calculations for different seasons, regions of the globe, time

of day, cloud conditions, and certain specific conditions (e.g,,

temperature inversions). It is also interesting to determine
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B and Bq at great heights. The results of processing the

radiosonde data of [9] confirm the basic peculiarities of the

vertical behavior of rqT and rqq in the lower troposphere,

obtained in [6].

§ 4. Vertical Structure of Boundaries of Stratified Clouds /109

To take account of the effect of random cloud fluctuations

on the variation of the Earth radiation field is an extremely

complex matter, even if we consider clouds as a radiating or

reflecting surface, i.e., ignoring the fluctuations of micro-

structure, geometric thickness, water content, radiative trans-

fer process in the cloud and a configuration of its boundaries.

For reflected solar radiation, the effect of this simplified

model of a cloud could be accounted for using fluctuations in the

brightness coefficient or the albedo, by relating these optical

parameters to some cloud parameters capable of comparatively

simple measurement (e.g., the height of the top boundary,

thickness, and moisture content). However, the absence of data

on simultaneous measurements of the characteristics of the

reflectance and any other cloud parameters does not allow us at

present to establish such relationships experimentally. In

addition, because of very strong scattering and comparatively

weak absorption of short-wave radiation in a cloud (outside

regions of absorption bands of water vapor and other atmospheric

gases), the formation of reflected radiation takes place in quite

a thick layer of cloud and therefore its fluctuations depend

on many parameters of the latter.

The question of fluctuations in the self-radiation is some-

what simpler. Since the thermal emission is very strongly absorbed

by water droplets, the formation of the emission of a sufficiently

dense cloud takes place in a comparatively narrow surface layer
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and is determined in practice by the temperature of the top

boundary of the cloud.* Since we have already numerous data

from aircraft measurements of the positions of cloud boundaries,

and vertical profiles of temperature and humidity in a sounding

layer, including cloud boundaries (see e.g., [27]), we can obtain

statistical characteristics of the vertical structure of cloud

boundaries and the corresponding meteorological elements. It is

natural to begin to determine these characteristics for stratified

clouds as being the simplest cloud formation, and this has been

done in [5] from data of aircraft soundings, obtained by Polovina

[27] in the daytime with a ten-point, single-layer, massive

stratus and stratocumulus cloud during the cool and warm half-

year periods.**

The homogeneity of the experimental data was determined from

the qualitative characteristics of the cloud type, which entailed

the inclusion of several "extraneous" cases in the samples being

considered (as will be shown below, these cases can be detected

by means of objective statistical characteristics of the cloud

field).

The experimental data for each half-year period included two

groups of independent data, each containing more than 100 values

of the temperature T(zk) and the specific humidity q(zk) at

ten fixed levels zk from zl = 0.15 to 5 km (this included the

850 and 700 mbar isobars) and at levels varying from case to

case: at the lower and upper cloud boundaries h and h2, and

also at the top boundary of the inversion layer h3 . The heights

of the hm boundaries were also treated statistically with T(zk)

and q(zk).

* An exception is the transparent windows in which radiation from
the clouds can be distinguished from blackbody radiation at the
temperature of the upper boundary.

** The cool season includes cases of soundings from November to
March, and the warm season includes the remaining months; there-
fore, within each half-year period, the distribution of sounding
cases was quite nonuniform.
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We can immediately calculate I(zk) and q(zk), the mean

heights of the interfaces h m, the correlation matrices BTT(zk, zZ),t
Bqq(zk , zZ), BqT(ZkZZ), BTh(zk, hm), Bqh(z k , hm), Bhh(hm

, hs),

as well as the appropriate correlation coefficients relating

the variations T'(zk), q'(z l ) and h'm(k, Z = 1, 2, .,., 10;

m, s = 1, 2, 3).

Tables 3.2 and 3.3 show the mean heights of the cloud /110

boundaries and of the inversion layer hm, the mean square devi-

ations h, the mean temperatures T(zk) and humidities (zk)

together with their mean square deviations aT and aq at these

boundaries, and the correlation coefficients rhT and rhq.

An interesting feature is the almost exact coincidence

between the mean heights of the cloud boundaries and the inver-

sion, and also their dispersions in the warm and cool periods

of the year; here the mean cloud thickness Ah = h2 - h 1 0,4 km

proves to be comparable with the mean square deviations of the

boundary heights. This result may be due in part to the above-

mentioned qualitative approach in the distribution of clouds withl

season, although the main cause is apparently the physical

mechanism of the formation of stratified clouds (which, as

follows from [281, is as yet unclear),

It is interesting to note several peculiarities of the

temperature at the upper cloud boundary: the mean values T here

differ markedly from the analogous values at the same level in

the atmosphere (the figures in brackets), in comparison with the

corresponding differences for the lower boundary of the clouds

or the inversion boundary. This is due to the special situation

of the upper boundary of the clouds as being a surface whose

radiation is not compensated by counter-radiation of the

atmosphere.
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TABLE 3.2. STATISTICAL CHARACTERISTICS OF BOUNDARIES

OF CLOUDS AND AN INVERSION*

kmh, Th 
0oC Rm 0

T a IQ r g/gk r rhq
km km g/gk J\ I-g/gk h

warm half-year period i

1 0,61 0,38 5,4(6,2) 5,9(5,8) 3,9 1,8 -0,22 . 0,29
2 0,99 0,39 3,6(5,3) 5,6(5,5) 3,9 2,5 -0,23 0,04
3 1,2 0,40 5,2(4,9) 5,3(5) 4,5 1,7 -0,15 -0,21

cool half-year periodl
1 0,60 0,35 -6,7(-6) ' 2,2(2,3) 3,4 0,71 -0,20 -0,16
2 0,97 0,37 -8,9(-5,6) 2,1(2,3) 3,5 0,66 -0,19 -0,12
3 1,29 0,39 -3,9(-5,3) 2,1(2,1) 4,2 0,9 0,31 -0,20

Translator's note: Commas in numbers represent decimal points.

TABLE 3.3. CORRELATION MATRICES Bhh(h , hs) AND CORRELATION

COEFFICIENTS rhh(hm, hs)*

m warm half-year periodl cool half-year period,

1 0,147 0,132 0,120 0,119 0,114 0,099
2 0,89 0,154 0,140 0,88 0,139 0,127
3 0,79 0,90 0,158 0,73 0,88 0 ,151

* Translator's note: Commas in numbers represent decimal points.

Note: The elements Bhh (in km 2), are located on and above the

main diagonal; the rhh elements are located below the main

diagonal; rhh(hm, hm) = 1.

The correlation coefficients rhT between fluctuations in

the cloud boundaries and the temperature fluctuations at these

boundaries (of the order of -0.2) are unexpectedly low (although

they are also negative). The variations in the boundary levels
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Figure 3.6. Vertical distributions of the correlation coefficients

of [151 for the warm (solid lines) and cool (broken lines) half-
year periods

a- rTT(h 2 , zk); b- rqq(h 2 , zk); c- rqT(zk, z1 )

are very weakly correlated with the atmospheric temperature and

humidity at other levels (see [15]). The other moments, e.g.,

of the correlation between the temperature or humidity at the

level h2 and at all the higher levels zk, are quite high (see

Figure 3.6 a, b). The same result can be seen in Figure 3.6 c, /1

which shows the correlation coefficients r at the same levels.

An interesting feature is the rather large value of rqT = 0.96

at the cloud boundaries for the warm period (rqT = 0.56 at the

Earth surface for this period, which confirms the comment above

regarding the effect of clouds onlreducing the value of rqT in

the surface layer during summer). In the cool period, the oppo-

site situation is observed: rqT = 0.93 at the ground and the

lower cloud boundary, and 0.68 at the upper boundary. An

interesting point is the high coefficient obtained in the calcu-

lations of [15] for the correlation between fluctuations of the

levels of the upper and lower cloud boundaries, and also between

the latter and the inversion level (see Table 3.3). A close

correlation of the boundaries like this allows us to resolve the

interesting practical question of optimal distribution of the

height of the upper cloud boundary from measurements of the

lower boundary from the ground, and, conversely, to determine

187



the height of the lower boundary from satellite measurements of

the upper boundary. Taking into account the rather high

correlation between the temperature and the humidity at the two

boundaries, this question can be resolved for T and q.

Regarding the other meteorological elements, the charac-

teristics of whose vertical structure are required for investi-

gating the fluctuations in the radiation field, we should mention

the ozone concentration m(p), the pressure p (or the geopotential

H) and the air density p. Examples of constructing autocorre-

lation matrices Bpp or BHH have been given by Obukhov [1],

Rukhovets [16], and Mertsalova, et al. [17]. Numerous calcula-

tions of the statistical characteristics of the structure of the

vertical distribution of the atmospheric density have-been per-

formed by Cole and Court [18]. The structure of the m(p)

profiles were investigated in detail by Shafrin [19]. However,

these characteristics will not be used directly in this book, and

we therefore restrict ourselves simply to these references.

§ 5. Structure of the Aerosol Scattering

The main fluctuations of solar radiation scattered by the

atmosphere are due, as was shown in Chapter 1, to the spectral

and vertical fluctuations of the coefficient b(X, z) and of

the aerosol scattering index y(z, cp), as well as to variations

in the angular behavior of the latter. For an optimum descrip-

tion of these fluctuations, one must construct the system of

statistical characteristics listed in § 1 of Chapter 3 of the

parameters b(X, z) and y,(z, c), regarded as random functions

of their arguments.

In § 2 of Chapter 1 we presented the average dependences

of b(A) on X in the surface air layer (z = 0) and the vertical

profiles of b(Xi, z) for some wavelengths X.. The measured data /112
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Figure 3.7. Correlations coefficients rbb, calculated from the

measurements of b in the surface layer [1.8] (broken lines) and

the ocean layer (solid lines) [1.7] of the atmosphere

allows determination for these cases of the autocorrelation

matrices Bbb(Vi, Xj) and Bbb(zk, z ), and also the joint corre-

lation matrices Bbq(zk, z ), Bbu(zk, z1 ), and BbT(zk, z ) (u is

the relative humidity). As regards the scattering index y(z, cp),

the available measurements are only adequate to determine the

characteristics of its angular structure in the surface air layer

and at certain heights (examples of these characteristics for the

halo part of the index have been given in [1.34], and for large

angles cp, in [1.33, 20]).

5.1. Spectral Structure of the Scattering Coefficient

The correlation matrices Bbb(Ai, A ) were obtained by

Georgiyevskiy [1.8]jfrom extensive measurements of b(A) in the

surface air layer for the spectral range 0.35 - 1 pm. It can

be seen from Figure 3.7 that there is quite a close correlation

between b'(A.i ) for different Ai (rbb is greater than 0.75

throughout the whole range). Similar characteristics were

determined by Koprova [1.10] from the measurements of Knestrik,

et al. [1.7] in the surface air layer over water for the spectral

range 0.45 - 2.5 pm; the value of rbb turned out to be substan-

tially larger than for the ground layer in the region X < 1 pm.
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*, kmnl This high correlation of b'(X)

enables us to carry out very good

extrapolation over the spectrum

with an acceptable accuracy and

thereby to determine the spectral

- .I behavior of the scattering coef-

S. ficient in a specific situation

o.. I from measurements of b(X) for

O.. one or several wavelengths. We

illustrate this with the example /113

of measurement of b(X 0 ) at some

.2. A tJ ., 6 d ,7km -1 fixed wavelength X0. Directly

from the value of b(g 0 ) and the
Figure 3.8. Regression between set of average scattering coef-
the measured [1.8] and calcu-
lated [1.91 aerosol attenu- ficients shown in Figure 1.3,
ation coefficients b., from

ation b e find the norm E(X), which it
Equation (3.29)

is convenient to use in the

extrapolation. Then, determining b'(g 0 ) = b(X 0 ) - b(O0) and using

Equation (3.19) with m = 1, we obtain the result that for all X:

Bbb(b,%). -b (3.29)

The mean square error in determining b'(X) from Equation (3.29)

is given by

6, (b) = () f 1 - rbb (O, ) . (3.30)

As was shown in [1.8] and [1.9], the error for 6(X) does not

exceed 30%. The true errors are shown in Figure 3.8 by the

regression between b(X) and b(X).

190



5.2. Vertical Structure of the Scattering_Coefficient

The statistical characteristics of the vertical structure

of bX(z) were calculated by Koprova [1.10] from aircraft measure-

ments of aerosol attenuation in the troposphere (6 - 7 km) [1.61

and the data of projectile soundings [1.131 up to 35 km, and

also by Faraponov from the measurements of [1.5]. The vertical

behavior of X(z) and ob(z) for X = 0.5 and 0.65 Um, resulting

from these calculations, is shown in Table 3.4.

TABLE 3.4. VERTICAL BEHAVIOR OF 61(z) AND ob(z) (IN km-l) *

©b

- ,z, kmJ

O 0 0,5 t ,5 2 2,5 3 3,5 4  
5 6,5

bo,s [16] 0,175 0,099 0,072 0,053 0,043 0,0350,027 0,022 0,020 0,017 0,010

nb 0,135 0,040 0,030 0,028 0,026 0,021 0,016 0,011 0,012 0,012 0,009

6b,5 [1.13] - - - - - - 0,0282 0,0276 0,0284 0,0248 0,0230

b- - 0.,0251 0,0250 0,013 0,0239 0,0225

_ _z, kml
8 1i0 12 14 16 18 20 25 30 33 35

1, I - - -I i I 
-I I I I I

.,Bi [1.1310, 029 028 0,0228 0,0226 0,0224 0,0224 0,0216 0,0343 0,0314 - 0,051
G • 0,0222 0,021 0,02 16 0,021270,02100,011 0,078 0,033 0,0315 - 0,0'59

,5es [29] - - - - - 0,0230 0221 0,0357 0,0319 0,0313 -

b i - - - - - 0, 021 03900,03270,04940:010 -

* Translator's note: Commas in numbers represent decimal points.

The correlation coefficients rbb(zk, zZ ) obtained from the

measured data of [1.5] and [1.6], are shown in Figure 3.9. From

comparison of the corresponding curves we can see that the

typical features of the vertical behavior of rbb(zk, z ) are

identical, which is evidence of the correctness of the statis-

tical characteristics. The most important property of these
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Figure 3.9. Calculations of correlation coefficients rbb
a- from measurements of bX(z) [1,6], X = 0.5 pm; b- from

measurements of [1.5], A = 0.45 um

characteristics is the rather weak correlation between b' (z)

in the atmospheric boundary layer and at the other levels z.

The probable cause is difference in the processes accompanying /114

the formation of aerosols at different heights in the atmosphere

and leading to the formation of aerosol layers. As was true for

the meteorological parameters, the aerosol attenuation coefficient

within a given layer or at the interfaces is slightly correlated

with b' (z) in another layer.

In order to explain the causes of these peculiarities of the

vertical structure of b' (z), we must examine the joint corre-

lation coefficients rbq(zk, z ), rbT(Zk, z Z ) and rbu(zk, z1 )

(Figure 3.10) where u is the relative humidity. The figure shows

that rbu : 0 under summer conditions at the ground surface, while

rbu 0.5 in the 1 - 3 km layer. But in winter conditions rbu

0.3 - 0.5 near the ground, while outside the boundary layer

these coefficients are close to zero (or even negative). The
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Figure 3.10. Calculations of the joint correlation coefficients

a- rbu(zk' zk ) from measurements [1.6]; solid lines are for

winter, broken lines are for summer; 1, 2- A = 0.7 Pm 3, 4-

X = 0.5 pm; b- from measurements of [1.5]; 1- rbq ; 2- rbu;3- r bT

absence of correlation in summer at the ground surface is
probably due toCalculationthe same causes as the weak correlation between

q' and T' (see Figure 3.4). In fact, the fluctuations in b (z)

are determined by the fluctuations in u, which are large in the

summer at the ground and depend both on the absolute humidity and

on the temperature variations. In most cases an increase in

humidity, which leads to an increase in b., is accompanied by the

development of convection and turbulence, the result being that

there is a transport of ground aerosols to higher layers of the

atmosphere, i.e., a decrease of bx(0) and an increase of b (z)

at the other heights. The combination of these processes also

leads to the formation of the vertical structure of b' (z)

obtained in summer. As was shown by Rozenberg [30], the type of

air mass must play an important part here, i.e., the nature of

the condensation nuclei. However, the quantitative characteris-

tics of this para eter have not as yet been determined with a

completeness sufficient for our purposes.
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Figure 3.11. Calculations of correlation coefficients from
measurements of [1.51

a- rTT (zk, z ): 1- zk 
= 0; 2- 0.5; 3- 1.5; 4- 2.5; 5-

3.5; 6- 4.5; 7- 5.5 km; b: 1- rTw(zk, Zk); 2- rTq(z k' zk)

3- rTT( k , zk )

When we consider the values of rbb and rbu obtained, we

must not exclude the effect of errors in determining b (z),

resulting from differentiating the directly measured values of

atmospheric transmission. Therefore, for practical applications

it is expedient to use correlations for integral characteristics

of aerosol attenuation and humidity as well, i.e., the optical

depth

•Tx (z) = bx (t) dt
z

and the water vapor mass

w(z) = Pw, (t) d

Naturally, here the above errors are reduced, but the dependent /116

random quantities are functionally correlated, and so the corre-

lation coefficients rTT(zk, zZ ) increase noticeably. The joint
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z,km .• correlation rTw(zk, zZ ) also

' becomes tighter (Figure 3.11).

S • However, even these characteris-

tics reveal the layered nature

of the aerosol atmosphere (rTT

decreases sharply above 3 to 4

km).

XX Using the statistical char-

,/,acteristics obtained, it is not

, - - " r difficult to find the vertical

behavior of b (z) or TX(z) in

Figure 3.12. Comparison of the optimum fashion from measure-
profiles of T(z) ments of these quantities at some

The solid lines are measure-
ments of [15; the mbroken point z. Examples of determiningments of [1.5]; the broken
lines are calculated by the the optical depths at various
optimum approximation method levels z from measurement of T(O)

at the ground surface are given

in Figure 3.12.

The examples given should be regarded only as an illustra-

tion of the empirical approach to the determination of complex

relationships between meteorological and optical characteristics.

In spite of the weak joint correlation, the results obtained

contain some information on the possible processes which contri-

bute to the vertical structure of aerosol attenuation.

5.3. Anaular Structure of the Scattering Index

From the numerous measurements of the scattering index in

the surface air layer for the range of scattering angles cp =

12 - 1680 [1.33], and for the halo part of the index cp 0.3 - 60

[1.34], statistical characteristics have been constructed for

the angular structure of the coefficient of directional aerosol
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Figure 3.13. Correlation coefficients r and rDD
a- from measurements of [1.33], A = 0.5 pm; b- from measure-
ments of [1.34], X = 0.47 Pm; c- from measurements of 11341,
X = 0.888 Pm

scattering y(qp) in the visible part of the spectrum. Unfortun-

ately, the experimental conditions did not allow the authors

[1.33, 1.341 to determine these characteristics for comparable

types of optical conditions: in [1.33], the measurements were

performed for atmospheric mist with a typical effective particle

radius of 0.1 - 0.2 pm, while in [1.34], they were done for

foggy mist and fog with typically coarser particles of 1 - 30 Pm.

This makes it impossible to obtain the angular structure throughout

the whole range of angles cp for the diverse atmospheric conditions.

We note also that, owing to large variations in the scattering

index (by several orders in the above range of angles cp), the

statistical characteristics were determined for D(cp) = lg y(cp).
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The examples of the normalized correlation matrices rDD((Ph, T) /117

shown in Figure 3.13,1 a show that, in the scattering angle range

10 - 1700, there is a close correlation of the fluctuations in

the coefficients of directional scattering. A noteworthy

feature is the minimum rDD = 0.74, corresponding to ( = 135°, i.e.,

the rainbow region. In the halo part of the scattering index

(Figure 3.13 b, c), the fluctuations of y'()! in the small angle

region ( < 2)are negatively correlated with the fluctuations of

Y' in the region yp>21, while with increase of the wavelengths

at which the measurements were taken in [1.34], the transition

of the correlation coefficient through zero shifts to the region

of larger angles. We note that in the region of large cp, the

correlation increases. Similar differences in the correlation r
YY

for large and small p were obtained in [20] for the brightness

index at height 17 km.

An explanation of the statistical laws of the angular spec-

tral and vertical structures of aerosol scattering can be given

from study of the nature of the formation mechanism and the

structure of particle size distribution under actual conditions.

Some of these problems, which make up a special section of

atmospheric optics, fall outside the scope of the present section.

The only exception is the matter of certain formal connections

between the statistical characteristics of the spectral and

angular structure of the scattering coefficient and scattering

index and the statistical characteristics of particle size

distribution.

5.4._ Relationship_with the Particle Size Distribution

Structure Function

As is known (see e.g., [B.5]), the aerosol scattering

coefficient b(X) and the scattering index y(p)lare connected with

the particle size distribution functionf(p)by the following
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relations:

b () = k, (, p) f (p) dp; ( 3.31)
0

T()=- k2 (p, p)f(p)dp. (3.32)
0

In Equations (3.21) and (3.32),k(X,p)and k2 (p,p)are known

functions and describe the scattering coefficient and scattering

index of a single spherical particle of radius p. These rela-

tions, considered as integral equations, are customarily used

to determine f(p.),, and in fact the integration in (3.31) and

(3.32) is carried out in a finite range of the dimensions (a, b).

It is not difficult to obtain, from Equations (3.31) and

(3.32), a relation between the statistical characteristics of

the scattering coefficient (or index) and the -distribution

function for the mean values

b

S(7) = k, (X, p) (p) dp; ( (3.33)
a

b

T ().= k2 ((p,p)j (p) dp (3.34)
a

and the correlation functions

bb

Bbb W) 5 ') S k (1, p) k (',p'B)By(p, p')d p dp'; (3,35)
a a

B ((p, p') k2 (, p) k2 (( ',.p') B; (p, p') dp dp'. (3.36)
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Similar relations can be obtained for the joint correlation /118

functions

bb

Bby (X, )) = ki (1, p) k2 (p, p') Bt, (p, p') dp dp'; ( 3.37 )

b

a.

B~, (q, p')= Sk (p, p) B,, (p, p') dp. (339)

Thus, the correlation functions for the optical aerosol

parameters can be expressed in terms of the correlation function

Bff for the size-spectrum of the particles. Therefore, the value

of the correlation between the random fluctuations in the attenu-

ation coefficient Bbb6(,')jat different wavelengths X and ;' (or

of the scattering index B,(p,(p'), at different scattering angles

cp and cp') is determined within the framework of the universal

relations (3.31) and (3.32), the only uncertainty being the

weights to be taken in Equations (3.35) - (3.39) for the correla-

tion B,(p,p'): for the different radii p and p'.

Investigations of the statistical characteristics of the

structure of aerosol particle size distribution functions were

done in [1.8] and [1.34] from the results of measurements of

aerosol particle spectral obtained using filters. Figure 3.14

shows normalized correlation matrices r,,.(ph,p,)i describing the

relation between random variations in the number of particles of

various sizes in mist and fog conditions. There is quite a close

correlation between the number of particles of adjacent sizes,

and it rapidly diminishes with increase in the difference of the

particle sizes.

199



An interesting feature is the

S a rather pronounced minimum of rff

\ in the medium radius region for

S\ the particle size range considered

i ,. (for particles whose radii lie in

. \ . the range 2 p 6 pm, a rather

- •.- definite minimum of rff corres-

. ponds to d = 2,o- 3 pm; for the

N % range 2 p <20pm, the minimum is

S.\! , strongly smeared, and corresponds

S to d = 2p =12 -'14 m) .

SThe presence of these minima

S. of correlation is evidence as to

- '--, the existence of some statistical

.- " law for the formation and disin-

tegration of particles of fine,

medium, and large size. Without

Figure 3.14. Normalized corre- considering specific mechanisms

lation matrices rff(pk, PZ) for the process of aerosol for-

for fluctuations in the mation (see [30], we note that
aerosol particle size distri-
bution functions a decline of correlation in the

a- atmospheric mist [1.8]; b- medium size region can indicate

fog [1.34] either a difference in these

mechanisms for different sizes, or the existence of a mechanism

where the formation of particles of various sizes proceeds from

disintegration of particles of other sizes (some confirmation of

this process comes from the results of measurements of concen-

tration of droplets of different sizes, obtained in [31]).

The second alternative should lead to negative correlation

for certain values of p. The absence of this feature in the

curves of Figure 3.14 could be due to the existence of a process

leading to fluctuations of opposite signs in the number of

200



particles of corresponding sizes, and also to the large errors

of measurement of particle spectrum by means of filters. The

results obtained and the hypothesis concerning anticorrelation

of the variations in the number of particles of different sizes

allows us to explain the special features of the spectral and

angular structure of aerosol scattering parameters.

It is known (see e.g., [B.5]), that the scattering coeffi-

cient b(X) is determined mainly by small particles whose number

is an order of magnitude greater than that of large particles,

The close correlation between variations and sizes of these

particles is the cause of the large positive correlation between

b'(X) for different values of A. For larger A, the variations

in b'(X) are determined by larger particles which are less

intercorrelated, which also causes attenuation of the correlations /119

of b'(X) for small and large wavelengths. We can similarly

explain the high correlation of the index variations in the

angular range ( = 10 - 170'.

However, in the range of small cp, the variations in the

scattering index are determined by variations in the number of

large particles, and with increase of p, by variations in the

small particles. Therefore, the structure of the correlation

functions B, (p, ') can be fully explained. The anticorrelation

for large and small angles cp can arise only when the variation

in the number of small particles is anticorrelated with variations

in the number of large particles, as would follow from the above

hypothesis concerning the mechanism of formation and disintegra-

tion of particles of different sizes.* A close positive

* Statistical reduction of direct measurements of the spectra of
particles in fog confirms this conclusion as to the existence of
anticorrelation of the number of large and small particles [3.14].
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correlation between variations of the index at large scattering

angles reflects a positive correlation between the variations

and the number of small particles governing the index in this

region of cp.

Incidentally, the shift towards the large qc region of the

zeros oflthe correlation coefficients ry(p,(p')jfor A = 0.888 pm

(see Figure 3.13 c) is evidence of the increasing role of the

medium and large particles in scattering of this wavelength of

radiation in a wider interval of small angles cp.

The above conclusions can also be obtained from analysis of

Equations (3.35) and (3.36), if we assume that the correlation

function Bf,(p,p')/for fixed p changes its sign when p' takes cer-

tain sufficiently large values. In fact, the kernel k,(X,p) in

Equation (3.35) is an attenuation coefficient for radiation of

wavelength A' by a single particle of radius p, and is given

for spherical particles, by the Stratton-Hayton function [11.5],

which approaches a constant value asymptotically, even for small

p. Thus, the weight accompanying the values of the correlation

functionB,, (p,p')for fixed X, but for different p, is roughly /120

constant (apart from at very small p). But, since the number

and the dispersion of small particles are large, the main con-

tribution to the correlation function Bbb(,X')comes from the

correlation moments B, (p,p'),for small particles. The role of the

correlation moments between small and large particles for which

there is an anticorrelation is small, because of the low values

of these moments. Therefore, the presence of negative values of

Bf,(p,p')jin the region of transition from small to medium and large

particles cannot seriously diminish the correlation of the

attenuation coefficient with respect to X.1
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As regards Equation (3.36), the situation is somewhat more

complicated. The kernel k2(q,p)l for small angles cp is given, as

is known, by the formula

k, (p, p)- p2, (3.40)

where J(c,p) is a Bessel function; s =2tp/l, so that k 2 depends

also on A.

It follows from Equation (3.40) that at small p the kernel

k2 ,, i.e., it is large only for large particles, while with

increase of ( the kernel k2 rapidly decreases and becomes uniform.

Therefore, in determining B, ((p, ')| for small cp from Equation

(3.36), the negative correlation moments Bff(p,p'), which must

exist, according to our postulates, between the variations of

small and large particles, enter into the integral (3.36) with

large weight. The result is that we obtain a negative correla-

tion between variations of the index at small and large p.

Looking now at the large p region, we equalize the weight of

the positive correlation moments Bff which are large in absolute

value, between the variations of small particles and the compara-

tively low negative moments between small and large particles.

As a result, we must obtain a positive correlation between the

variations of the index at large values of cp.

This superposition of the correlation relationships between

variations in the number of large and small particles manifests

itself, very probably, also in the rather marked separation of

r for large and small angles.

In concluding this section, we note that to investigate

the structure of radiation fields, and for problems of optical

probing, it is important to have data on variations of atmosphere

transmission functions which are associated with variations in

atmospheric humidity and temperature.
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Because experimental data required to determine these

relationships in a statistical sense is not yet inadequate, we

shall put aside discussion of this question for the present.

We note also that some evaluations of the statistical charac-

teristics of transmission and humidity functions were obtained

in [32, 33].

§ 6. Empirical Orothogonal Functions

6.1. Basic Property of the Empirical Functions

The important characteristics of the statistical structure

of fields of meteorological elements, widely used in this book,

are the systems of the so-called statistically orthogonal func-

tions, for which a rigorous theory was constructed by Obukhov

[1] (see, also, [2, 31).

It was shown in [1] that for an arbitrary stochastically

continuous random function f(x), defined in the interval [a, b]

and having finite moments of first and second order, one can

determine anorthonormallsystem of basic functions qk() which will

yield an optimum approximation for any sample of a random

function f(x):

n b
A(x)= =IT c(x); c =S /(x) (x) dx. (3.41)

kMl . • a 1.

This means that with a given error of approximation the /121

statistically orthogonal functions q(x) give this approximation

(on the average) with the minimum number of terms n of the sum

(3.41) or, conversely, for a given number n the system qmk gives

minimum error for the approximation (3.41), on the average.
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The optimum system of basic functions is the system of

e genfunctions of the correlation function Bff(x, y), regarded

as the kernel of the integral equation (3.8). As a symmetric

positive-definite function Bff has a denumerable multitude of

eligenfunctions ,P (x) and positive eigenvalues pk -

With this definition of the functions ph.(x), the error in

the approximation

b
0 = S [(x) - f,(x)]d (3. 4 2)

will be a minimum and equal to the residual sum of the eligenvalues

Pk' corresponding to the p,(x) rejected in (3.41), i.e.,

2 (3.43)

k=n+1

From the definition of the expansion coefficients ck, we

get the derivation, important for applications, that the eigen-

values pk have the meaning of dispersions of the expansion coef-

ficients of the random functions f(x) in terms of the optimum

basis qh(x), i.e.,

b

2 pX Tk (XrdX] 2  (3.1414)

The identity (3.44) is easily proved by carrying out all

the operations and taking into account Equation (3.8) and the

fact that the system kh(x)is orthonormal.

When the values of the random functions are given at discrete

points xj, i.e., there is a multitude of samples of the random

vectors fi(xj), the analog of the orthogonal functions is the
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eligenvectors hk(xj); of the autocorrelation matrix Bff(x , x ),

which has the properties of optimum systems of functions mentioned

above.

6.2._ Optimal Systems for the Temperature and Humidity

Profiles

For the autocorrelation matrices BTT(pk, PZ) and Bqq(Pk' PZ)

constructed by Popov [6] from several ensembles of vertical

temperature and specific humidity profiles (see § 2 and §13 of

the present chapter), eigenvectors and eligenvalues of these

matrices were determined in [34]. The fact that reference [61

considered a multitude of samples of temperature and humidity for

diametrically opposite conditions of atmospheric sounding (dry

land and sea, summer and winter, day and night), enables the

statistical stability to be evaluated for the optimal systems of

orthonormal vectors in these conditions.

Examples of eligenvectors I(pj)Y, eligenvalues pk of the

matrices BTT(pk PZ), and of the residual dispersions

i=k+I i=1

are given in Figure 3.15 and Table 3.5. We note several special

features of the systems of orthonormal vectors obtained. In

all cases, the first egenvectors cp have zero value near the

tropopause level, i.e., where the coefficients go to zero for

the correlation between the temperature deviations at the tropo-

pause level and at the lower levels (see Figures 3.1 and 3.2).

From the physical viewpoint, this kind of behavior of p,(pj) /122

means that the first eligenfactor describes the most typical

vertical distribution of the temperature deviations T'(pj) from
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imbarj al b

114,

---

Figure 3.15. Vectors k of the matrix BTT for the continent and

the ocean (curves with points)

a- July; b- January; 1- r 1 ; 2- r 2 ; 3- r 3

TABLE 3.5. EIGENVALUES 1 k (IN DEGREES C) OF THE MATRICES

BTT(Pk PZ1 ) AND Bqq(Pk , PZ) AND VALUES OF THE

DISPERSIONS sk(1 - 6 ).100%*
Bismark, Bismark, IVessel "C"I Vessel "C",,

Juy January July/ January
T T q T

1 95,3 7,0 67 71 201 1,9 54 74 81,2 8,1 62 79137,5 3,2 45 78
2 20,1 1,9. 79 90 52,1 0,4 68 82 18,5 1,2 77 90 65,2 0,5 67 86
3 12,6 0,5 88 95 30,1 0,2 76 98 9,1 0,7 83 97 34,6 0,3 78 99
4 6,1 0,4 92 100 28,8 0,04 83 99 6,2 0,3 88 100 21,0 0,05 85 100
5 4,5 0,05 95 - 19,8 0,02 89 100 5, 4 0,03 92 - 11,1 - 89 -
6 2,6 - 97 - 14,2-- 93 - 2,9 - 95 - 9,8 - 92 -

* Translator's note: Commas in numbers represent decimal points,

the mean profile T(p.). It is precisely this "guess" by the

first eligenvector as to the basic behavior of T'(p.) which makes

possible the optimum approximation to T'(p.).

-- '3

The universal nature of the first eigenvectors pi(p) in all

the cases examined, which span the temperature distribution

with height for typical conditions,j is evidence of the statistical
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stability of the basic harmonic. As regards the second and

third eligenvectors, which take account of details of the vari-

ations in T'(pj) of higher order, although their reproducibility

is deficient at individual levels, the vertical behavior in the

main is quite similar in the different cases.

Successive e genvectors differ noticeably even in such

stable cases as the day and night profiles of T'(p ) over the

ocean, although their contribution stays less than 20% of the

total dispersion of the coefficients for the expansion of T'(pj)

in a series with respect to qih(p). An interesting point is the

difference in the number of zeros for the second and third

eigenvectors above dry land and the ocean: cp2 and cp3 over the

ocean have one and two zeros, respectively, while over dry

land p 2 has two or three zeros, and cp3 has two or four zeros.

This means that the basic behavior of T'(pj) with height over

dry land and the ocean is the same, but details of the vertical

profile above dry land are much more complex, because a more

complex structure of high order harmonics is required. The same

is true of eligenvectors in the different seasons (January to

July). While previously the first eligenvector for January has

the same behavior with height as for July, now the second and

third eligenvectors differ from the July values. There are also

noticeable differences between cp2 and @ 3 for the two daily /123

periods (00 and 12 hours), and the number of zeros of q 2 and cp3

increases in the daytime conditions. One should also note the

increase in the eligenvalues [t in winter conditions, which reflects

an increase in the variations of T' in winter, in comparison

with summer.

A similar system of orthogonal normalized functions has been

obtained also to describe the vertical structure of the field of

specific humidity in terms of the correlation matrices Bqq(Pk,pl)1
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mbarl obtained in [6] for the same

Jo " ai " b daytime cases as BTT (ph, pl).

O . Examples of e genvectors and

oo eligenvalues are given in Figure

oo " 3.16 and Table 3.5.

\oo t. An interesting point is the

oo universal nature of the eligen-

- f .f -l ; o J vectors pk (pj), for dry land and

the ocean, which is considerably

Figure 3.16. Vectors k of more marked than for the vectors

the matrix Bqq. Symbols Pk' for the temperature field.
are the same as in Amongst typical features of the
Figure 3.15 vertical behavior of the pk

vectors,1we should note the absence of zeros in V,I, as well as the

sharp fall of l, with height. The vectors hI can describe

details of the vertical structure of the humidity field, as

evidenced by the example of vessel C (January): for this case,
the vector V., reaches a maximum at the same level (850 mbar)

for which a maximum is observed in the mean square deviation

q(p)j . It follows from Table 3.5 that even the first three

eligenvectors yield an approximation with a residual dispersion

of 2 to 5%. As regards the ejigenvalues Rq', they increase for

summer conditions, which is typical of the large range of

fluctuations of q'(pj) in summer in comparison with winter.

Based on what has been said, we can conclude that the

differences inlthe first etigenvectors ,hl and p,! for the diamet-
rically opposite cases considered above (dry land and ocean,

winter and summer) are not very major and reflect details of the

random fluctuations T'(pj) and q'(p ). Therefore, we can con-

sider the eligenvectors as statistically universal and use any

of these systems as a basis for expansion of the random vectors

T'i(Pj) or q'i(Pj) from any ensemble.
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The empirical orthogonal functions considered, which most

economically describe the vertical structure of the temperature

field, can be used to solve a number of problems in atmospheric

physics. One such problem, that of determining the vertical

profiles of atmospheric temperature and humidity from the out-

going Earth radiation in the absorption bands of carbon dioxide

and water vapor, will be considered in Chapters 6 and 7.

6.3. Theoretical Considerations

The empirical orthonormal systems of functions or vectors

are also used for the optimum parametric representation of the

fields of meteorological elements in the solution of problems

in dynamic meteorology, including that of weather forecasting

[16, 35 - 39]. Taking into account that random fluctuations of

meteorological elements are due to atmospheric disturbances of /124

different scales, we can find the connection between the

e genfunctions and the scales of such disturbances. Investiga-

tions of this kind, based on solution of the corresponding

equations of the dynamics of atmospheric flow of heat and

moisture, were proposed by Marchuk [35, 36], Gavrilin [37],

and Holmstr6n [39]. The basic principle for solution of this

problem, formulated in general form in [36], is to examine the

spectral problem for the given operator and conjugate operators.

The eligenfunctions of the appropriate operators proved to be

biorthogonal, while the eligenvalues are conjugate. These

investigations yield the physical parameters of the atmosphere

responsible for the same characteristics of the vertical struc-

ture of the fields of meteorological elements which remain stable

during random variations of the latter. By way of example of

theoretical determination of eligenfunctions, we consider the

results obtained by Gavrilin [37] for the vertical structure of

the specific humidity. Simplifying the moisture flow equation,
in accordance with the requirements of the problem,
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4aq + u Oiq v . aq - 0 =q v
Ot asin0 ax a 0 w "p -kaq + wp Wp g Ppqb - ,

where qb is the concentration of moisture drops; - is the

weighted mean speed of descent of the drops; u, v are the hori-

zontal components of the wind speed; w* is the "vertical

component" of the velocity; a is the radius of the Earth; 0, X, pi

are coordinates of the point in space; 0, = k, (q/RT)2 = kZ/H 2; k, kh
are the vertical and horizontal turbulent diffusion coefficients;

and H is the height of the uniform atmosphere, the author of [37]

derived the following system of equations and boundary conditions

d 2 dq(p)]I_
d' [P Jl- [pq (p)I = hp(p); (3.45)

a 2 q (x, y) = - /(x, y); (3.46)

p -cq = for P =.Po and p,. (3.47)

Here a, = c/DH/k; a2 = kh/kH2; a = lie (e/T) p (OT/p)- 11 (a 3 ;Z2.6 for the

troposphere); and p 0 and pl are the lower and upper boundaries of

the atmosphere.

The eligenvalues and the eligenfunctions of the problem (3.45),

(3.47) have the form

S-( "1)(aa); X + (n=1, 2,..) 48)
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qo () = co ()';'
2) n 2as-ai + In ];

n(.) co(D cos an n1 In ti
In -

Po' Po

The eligenvalues ! of the operator conjugate with (3.45) and

(3.47) coincide with i, and the eligenfunctions have the form:

1. +1

qo ( ) co ()

( nIn( 2 t + - in j (3.50)

In

The functions q ( )and q, (t)! are orthogonal, and the functions /125

qn(p) are orthogonal with weight in the interval [6,1I;

Sp-'q. (P) q. (P) dp = 68nmN, (3 . 51)
P1

where

6nm 1, n =m;

N=2 - Nn=21n 22a+1 (3.52)
n-

Comparison of the eligenfunctions (3,50) with the empirical

eigenfunctions Sp(p) considered above shows that the theory pro-

posed in [37] gives quite a good description of the basic

features of the vertical structure of the humidity field (3.17).

The results obtained allow determination of the scales of the

disturbances associated with each harmonic, In fact, Equation

(3.46) in an infinite plane has the form:

n (y= e ; Ln= H - (3.53)
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Putting cxj31 (for a drop radius
-,mbar 2Z of 5 'm), a, = 2.6; 2 = 7.2.1012 m

6 2
(for kh = 10 m /sec; k =

10 m /sec; H = 8 km), In(polp,) == 1.6
(p 1 = 200 mbar) the author of

S[371 obtained the values L, = 2700/

Jf K-- ; o= - 1,41; Xn=I- [3,8n2 + 1.05];
"L. = 2270 km;| L, = 1380/fn+- 1,05.

7 6' : ,Hence it follows that the zero

Figure 3.17. Comparison of order egenfunction corresponds
the empirical (solid lines) to a wave of -2500 km (planetary
and theoretical (broken
lines) eligenfunctions for scale), and the others to 960,
the vertical profiles of 610, 430, 340 km, and so on.
specific humidity. The
points show , and the
circles show

§ 7. Horizontal Structure of the Atmospheric Parameters

An investigation of the horizontal structure of the fields

of the atmospheric parameters is a much more complicated problem

than investigation of the vertical structure, mainly because of

the two-dimensional nature of the random functions. Another

complexity arises from the absence of experimental data on hori-

zontal fluctuations for practically all the optical atmospheric

parameters. For these reasons, investigations of the horizontal

structure have been made only for meteorological elements (pres-

sure, temperature, clouds,letc.), and in most cases, the fields in

question are assumed to be homogeneous and isotropic. This

assumption enables one to construct one-dimensional correlation

functions which depend only on the distance p between meteorologi-

cal stations whose data are used in the statistical analysis.

213



/1 For the surface temperature /126

field, the correlation functions

I/ BTT(P) were obtained in [5, 21 -

23].

Comparison of the normalized

'\\ . autocorrelation functions rTT(p)

calculated in [5, 21, 23] is

I 0shown in Figure 3.18.

It is easy to see that the

Figure 3.18. Comparison of general behavior of rTT of the

the correlation coefficients ratio between values of the
rTT(P) from the calculations correlation coefficients at the
(21] (1), [5] (2), and [23] same distances
(3)same distances, and also the

radius of correlation p0'

determined from the condition rTT(PO) = 0, prove to be quite

close in all cases. This is evidence of the reliability of the

smoothed correlations of the surface temperature field within

the hypothesis made. However, these results have limited use in

practice, since the actual temperature fields can be appreciably

inhomogeneous and anisotropic, e.g., because of the latitude

behavior, the effect of orography, and, for the surface temper-

ature case, also the effect of the microclimate.

A more reliable matter is the direct calculation of auto-

correlation matrices describing the correlation between simul-

taneous fluctuations of temperature or humidity at a given level

and different stations. In this case, there is no need to postu-

late that the random fields are homogeneous and istropic, and

therefore these calculations allow the above hypotheses to be

checked. Some steps in this direction have been taken in [23].

By correlating the surface temperature fluctuations T'(p 0 ) at
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20 0 20 60 100

20 02

Figure 3.19. Map of lines of equal value for the correlation
coefficient rTT(), in %, from [23]
1- Moscow; 2- Paris

fixed stations (in [23], the stations near Moscow and Paris

were taken) with fluctuations T'(P 0) at other stations, the

authors of [23] constructed lines of equal correlation coef-

ficients, describingjthe degree of isotropy of the T'(P 0) field. /127

As can be seen from Figure 3.19, under continental conditions,

this field can be regarded as isotropic, to a certain approxi-

mation, although on the periphery of the region one sees notice-

able anisotropy, connected, to a considerable extent, with the

effect of the oceans. This influence on the anisotropy of the

T'(p 0) field shows up rather clearly in coastal regions and

is illustrated in the figure by the example of the calculation

of rTT near Paris.

As regards the degree of homogeneity of the field T'(P0),
to evaluate it we must construct the correlation matrix BTT(ph,p)
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e.g., for the fluctuations T'(p 0 ) at stations chosen in a given

direction, as was done in [23] for the same cases of continental

and coastal regions. For a homogeneous field, the elements of

the matrix BTT(p,p,I), which satisfy the condition Ik-ll= const,

should be identical.

A convenient estimate of the homogeneity of random fields

is afforded by the eligenvectors of the au\tocorrelation matrices,

which coincide with trigonometric functions in the case of homo-

geneous fields [14].

The question of the homogeneity of two-dimensional random

fields will be considered in more detail in Chapter 5.
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CHAPTER 4

VERTICAL, ANGULAR, AND SPECTRAL STRUCTURE

OF THE RADIATION FIELD

§ 1. Statement of the Problem /128

The results presented in the previous chapters indicate the

directions in which it is profitable to seek the laws for fluctu-

ations in the Earth's radiation field. The relationship of the

intensity or radiative flux with the physical parameters of the

atmosphere, cloud and underlying surface, the random nature of

whose variations implies random fluctuations in the radiation

field characteristics, can be established using the radiative

transfer equation for the atmosphere. Therefore, the statistical

characteristics of the structure of random radiation fields

forming the atmospheric radiation model must also depend in a

specific way on the statistical characteristics of the fields

of meteorological elements and optical parameters of the atmos-

phere and the underlying surface, which form the optical-

meteorological model. To discover these laws, one must use the

radiative transfer equation for the actual atmosphere whose

parameters vary randomly.

In the present chapter, we consider the case of a horizon-

tally homogeneous plane-parallel atmosphere for which we consider

as known the statistical characteristics described in Chapter 3

for the vertical structure of the optical and meteorological

parameters determining the random fluctuations of the vertical,

angular, and spectral distributions of the radiation field, which

is also homogeneous in the horizontal direction. In practice,
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this means that the random fluctuations in intensity of the

Earth's self-radiation or of the scattered radiation, like the

random samples of the corresponding atmospheric physical

parameters, depend parametrically on time and on the horizontal

coordinates.*

The basic attention will be given to determining the

statistical characteristics of the vertical structure of the

Earth's self-radiation field, which is associated with the

following circumstances:

the phenomenological mechanism for the transfer of long-

wave emission in the atmosphere is simpler than that for short-

wave radiation; the main atmospheric parameters determining the

variability of long-wave radiation are the temperature and

humidity, whose vertical structure, as was shown in Chapter 3,

has been studied rather well; it is also comparatively simple

to account for fluctuations in clouds inla givenccase, since the

variation of the outgoing self-radiation at least is affected by

variations in the upper boundary of the clouds, the cloud

temperature and the humidity, for which we have already noted

methods of statistical investigation that are presently available.

Some of the results of investigations of the vertical

structure of long-wave radiation have been described in [1] and

they are reproduced below with a number of improvements and

additions.

* In fact, these dependencies of the atmospheric parameters are
determined by a complex system of equations for atmospheric
thermodynamics, and therefore, by a large number of physical
factors.
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As regards the vertical structure of the short-wave radiation

field, because of the complexity of the mechanism for scattering

solar radiation in the actual atmosphere, we shall examine only

the case of a spherical scattering index, A further reason is

that the angular structure of actual indices, and this is even /129

more true for the vertical structure, has received practically no

study. The vertical and angular structure of the scattering

field of solar radiation will be determined, thus, only by the

characteristics of the vertical structure of the aerosol scatter-

ing coefficient, for which, as we saw in Chapter 3, there are

available statistical characteristics obtained from three families

of independent measurements b%(z). To describe the radiation model

of the atmosphere, we shall use, as before, the first and second

moments of the radiation characteristics considered as random

functions of height, direction, and frequency. The use of dis-

tribution functions for the physical parameters, in terms of

which the optical characteristics of the atmosphere can be

expressed, as proposed by Ross [2] and Neilson [3], for the study

of scattering in vegetation cover, is not feasible under atmos-

pheric conditions. The fact is that for these parameters (e.g.,

the concentration of aerosols, the vertical profiles of tempera-

ture and humdity), the multidimensional distribution functions

are practically unknown. However, even if we were to succeed

in constructing empirical distributions, the distribution of the

correlation moments for these distributions would entail large

uncontrolled errors if they were to deviate from the normal

law, for which exact mathematical methods of analysis of random

quantities have been developed.
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§ 2. Vertical Structure of Long-Wave Radiation

2.1. Basic Relations

We assume that in numerous measurements of the intensity of

ascending or descending long-wave radiation Il (5, 8), If (5, O)|, at

the level =pvo and angle 6 to the local vertical, above a given

point of the globe, these quantities vary randomly, like the

vertical profiles of temperature T( ) andjhumidity q( ). If we take

the emittance of the underlying surface to be unity, then from

Equations (2.6) and (2.7) we can easily obtain simple relations

connecting the realizations of the random function Iv(,O,6)with

realizations of the random functions T(); and q(;)) (we consider

water vapor to be the only absorbing substance):

It ( , 0) = B, [T (1)] exp [- w ,o ( , 1, 8)1 -

- B, [T (t)] i{exp- wo, (t, t, O)l dt;

IV (g, 0) = B, [T (t)] -- {exp [- wor, (t, , 0)]} dt;
0

t (4.2). (, t, 6) = sec 0 S k (t) q (t) dt

For the radiation intensities =-) y (>'(v,v')dv> averaged for

quite narrow spectral intervals Av, and allowing for the instru-

mental function y(v,v')' Equations (4.1), and (4.2) take the form

I7 (, 0) = RV[T(1)Pv(t, 1, )- S B [T (t)] a , (,t, ) dt; (.4 .3)

where :, is some average value of the Planck function in the /130

interval Av:
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Av .t

is the atmospheric transmssion function (2.9), allowing for the

response function of the instrument.

Integrating Equation (4.3) by parts, we obtain another

expression for 7, :

i(~~ci,=B~~li~ 0) a B, [T (t)I dt. (4,5)

Similar expressions can be obtained also for III:

0) P, (t;' ,O0) dt (4.6)

or

01 (, ,) = [T()- B, [T (0)1 P (, 0, ) - P(t, B, [) a t)] dt.i (4.7)

0

As was already noted in § 2 of Chapter 2, the transmission func-

tion Pw can be measured or calculated from the known molecular

characteristics of the water vapor absorption band and from the

specific humidity given for each specific case.

Since the form of the transmission and equipment functions

will not be of major importance in determining the vertical

structure of the radiation field, then, in order to simplify the

calculations, we assume that p(v,v')i1 in the interval Av and

zero outside this interval (here P,=P P, ), and for P,1 we shall

use Equations (1.16) or (1.20), which in this case can be repre-

sented in the form

P, (, t ) wo (, t, ) (4 8)
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and

Pi (5, t, 0) = exp {- a [wot (C, t, 1)]-ko} (4,9)

respectively.

Here,

.(, t,O) =sec0 [Q(t) ( - )]; Q(()= xq(t)dt. (4.10)

2.2. Statistical Characteristics

Expressions (4.1) - (4.7) allow us to find the relation

between the characteristics of the vertical structure of the

intensity of the field of Earth self-radiation I. and the fields
1

Ti (l and gq()) (i is the sample number of the random function). Wei
represent each of these functions in the following form:

Ji ( ), ) = (5, o) + Ii (5, 0, T (5, o) = o; ( 4.11)

Ti (C) T ( ) +. T' (), T' ( ) - 0; ( (4.12)

qi()= () + , (+), q,(i)= 0, (4.13)

where the bar above a symbol denotes averaging over the whole set /131

of realizations of the given random function (i.e., the norm),

and the primes denote deviations from the norms. Then, at fixed

angles 6 and frequency v, from Equation (4.3) or (4.5), we can

obtain a system of equations for determining I(t,0)!for the auto-

correlation function

KIl (5, 5'; 0) = I (5, 0) I (5', ) ( 4,14 )

* We omit the subscript v and the sign - below; the derivation
of the formulas and all the calculationslwill be given for I+.
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and for the joint correlation functions

KiT (5, 0';0) = I ( ,0) T (G'); (4.15)

Kr (I , '; 0) 1i ( , ) qi (c),

which describe the vertical structure of the radiation field in

terms of the set of statistical characteristics of the vertical

structure of the temperature and humidity fields: T(),(),

KTT ( , '), Kqq (CC')i and KqT (, ').I

We assume that T' ( ) and q' (c) are small and that we can

confine ourselves to linear terms in the expansions

aB, [T()] ;() ( 16B [T~()+ Ti , [T () + V T( G) +(+ (416)

ap [q( )] (4.17)
P" [N () + q ()1 = Pv [()] + a W

The average of the transmission function P, and its derivative

API/Ot in Equation (4.17) are determined by means of Equations

(4.8) - (4.10). For example, for the case (4.8)

P(,t,)= - D woseo0 [(t)- ( (4.18)

2 I e - -exp O sec (t)

(4.19)
Q (i) = t" (t) dt; Q () = tnq; (t) dt.

0 0

We note that, in a small enough neighborbood of the straight line

t= 51, where the derivatives of the transmission functions (4.8)1

and (4.9) have integrable singularities, there must be a transition

with the asymptote of P at small values of the argument (see
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[I1.2]). If we substitute Equations (4.11) - (4.13) into

Equations (4.3)1or (4.5) then, taking account of Equations (4.16)

and (4.17), we can obtain a system of equations for determining

the characteristics of the vertical structure of the field of

ascending radiation. If the main fluctuations I' (,0) are deter-

mined by the fluctuations T' or q' at the underlying surface or

in the lower layers of the atmosphere (this situation can arise

in regions of slight atmospheric absorption), it is more conven-

ient to use Equation (4.3). But if the fluctuations I'( ,0)are due

to higher atmospheric layers (e.g., in regions of strong atmos-

pheric absorption), then it is desirable to replace Equation (4.5)

by Equations (4.11) - (4.13). Performing this substitution and

taking into account Equations (4.16) and (4.17), we obtain

0 (, o) + I (, 0) = B [T ()1+ () Ti() (, t, ) + (4.20)o[() T (4.20)

- ataotr [{s(t)] + [(t)
P( .t,0) [Q((t) W QM- 1 I BQ)-1 TT I(t) dt.

Averaging Equation (4.20) for all the samples and using Equation /132

(4.19), we obtain an equation for it(,0))

t(,o) = B [T()] + , t,o) Bn T (t)] dt +

S,(4.21)
p+ (, t 0) undu KqT (u, t) n (t)] dt.

Multiplying the left and right sides of Equation (4.20) by I'( ',0),j

averaging over all samples, and neglecting moments of third order,

we obtain an equation for the autocorrelation function KII;

B [ a f 8 [T (0]
KI (', 0) ("1 KTI (G, V, ) +- (, t, ) I T (t)]X

S . (4.22)

x KT (t, ', ) dt n u Kql (u, aB[(t)] du dt.
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Thus, if Ii? is expressed only in terms of the structure functions

of the field of T and q, to determine KII we need to have the

joint correlation functions KII and K . It is not difficult to

obtain the latter by multiplying the left and right sides of

Equation (4.20) by Ti( )j or qj()l and subsequently averaging over

all the samples:

KIT 0) a KTTQ) +)(

(4.23)
aB fT (t)] dt + aP ( t e) 2uKB ([ T') a[T (t)] du dt;X aB[ ) (t, al

1B a [ t
Kiq(, ',0) -B[ ()] KTq ('') P(,tO {tKTq(t,~') [T(t)] }d +

1I a tt (4.24)

The system of equations (4.21) - (4.24) enables us to express It,

KI,jKIT,KIq!in terms of the statistical characteristics of the

temperature and humidity fields T,9,KTT,KTq,Kqq. The equations

to determine the latter can be obtained from the equations for

the flux of heat and moisture. This implies a need to examine

the equations of atmospheric dynamics. It is known (see, e.g.,

[4]) that this system of equations can be closed only with very

rigorous assumptions about the nature of the fluctuations of the

thermodynamic parameters of the atmosphere,

One can close the system of equations (4.21) - (4.24) by

using empirical data on the structural characteristics of the T

and q fields, obtained by statistical reduction of the results of

aerological soundings (these characteristics were presented in

Chapter 3). Here one should bear in mind that reliable data on

some of the characteristics, e.g., Kqq or KTq , can be obtained
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only up to comparatively low altitudes (not more than 8 - 10 km);

while in very strong water vapor absorption regions, the radiation

intensity I and its structural characteristics are determined

by the variations of temperature and humidity in higher layers

of the atmosphere. To increase the reliability of determining

the statistical characteristics of the vertical structure of the

radiation field in these spectral regions one must have improve- /133

ment in methods of measurement of humidity at high jaltitudes.

In regions of weak water vapor absorption, the main effect

on variations of I+ comes from variations of temperature of the

underlying surface. Therefore, it is more convenient to use

Equation (4.3) to obtain the structural characteristics.

Substituting elxpressions (4.11) - (4.13) into Equation (4.3) and

performing the required averaging, we can express f, KII, KIT, Klq

directly in terms of the structural characteristics of the

temperature and humidity of the underlying surface. This can

also be done by integrating Equations (4.21) - (4.24) by parts.

For regions with not very strong absorption, we consider

another method of determining the statistical characteristics

of the vertical structure of the field of long-wave radiation,

which enables us to avoid the above peculiarities in the deriva-

tive of the transmission function and the need to go to the

asymptote of P for t = in carrying out the calculations. By

substituting the expressionsl (4.11) - (4.13) and (4.16), written

for a single absorber q(p) and for 6 = 1, into Equation (4.1)

and the boundary condition (2.3), we obtain

osa cos = , () [ + q' () x
a0OB [T()] (4.25)

aB [ (i)] T

(l, ) + 1, (1, ) = B, [T(1)] + aV (4.26)
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Averaging Equations (4.25) and (4.26), we obtain equations for

determining I,(, 0): 1

Cos - = wBk, () () {I((, [) - B, I()]} 

a, [T )] (4,27)

I (1, 0) =,B, [T(1)]. I (4.28)

Calculating Equation (4.27) from (4,25), and Equation (4.28) from

(4.26), respectively, we obtain an equation for determining I(,0):I

Cos 0 6k w Mk q (i) 0 c ) s aB, [T (1 r T +.29)
+ o () ' () ( , ) 7 B, [T()]} wok (T + (, 0);

S(1, ) = ' (1. (4.30)

In Equation (4.29), the set of second order moments entering

into Equation (4.27) is denoted by e(,0)!.t

It can be seen from Equations (4.27) - (4,30) that, to

solve Equation (4.29), we need to know the average profile of

I,(t,0)j, which it is difficult to determine from Equations (4.27)

and (4.28) because there is no solution for the correlation

moment Kqri(, ;0)I. Therefore, we solve Equations (4.27) and (4.30)

by the method of successive approximations. Discarding the

second order moments in the solution of Equation (4,27) (with

the boundary condition (4.28)), because these moments are small

relative to the mean quantities, we obtain a first approximation

for I,( ,O):

,(, )= B [T(I)] P 1; )]i (t)-

aB, [(t)] (4.31)
K0 (t(, t; ) a P(, t)dt.

q (t) p ,,t;)a.
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Substituting the latter into Equation (4.29) and solving this /134

equation with boundary condition (4.30), we find an expression

for I(t, 0):

(, B, [[ (1)] TOB,[T(t)]
S( BT' () P, 1; ) - o T'(t) -

S0(4.32)
__ (t'O)-- B( [(t)] ' (t) - t  P, (t, t; 0) dt.

In Equations (4.31) and (4.32) the quantityP,(t, t; 0)'denotes either

the exponential function exp[--wsec0Skv, (u) (a)du , or the average

transmission function (4.4) over the spectra interval Avi.

By multiplying Equation (4.32) by I;(',0),T'( ')y or q'( ')! and

averaging over all the samples, it is not difficult to obtain a

system of equations for determining the autocorrelation function

KIi( , _'; 0) andithe joint correlation functions KIT(, '; 0), KI (C, Q'; 0)]j

For example,

aBV [T(1)]
KII (, '; 0) = aT KTI (1, t'; 0) P, (t, 1; 0) -

4.33)
, B, [T (t)] I, (t, 0) - B., [7 (t)] K (t, '; ) ,t dt.

K, K t,(t';) Vt ; ) at

The functions KIT and KIq are obtained from Equation (.4,33) by

replacing the second index of I by the index T or q, respectively.

Substituting the function KI,(, ',0)intolEquation (4.31), we can

obtain a second approximation for I,(,0) and then improve KII, KIT'

and KIq.

If we are not interested in the joint correlation functions,

we can obtain K11 (t, '; 0)without an intermediate stage of calculat-

ing KIT and KIq. In fact, by multiplying Equation (4.32) by itself

(in accordance with the definition of KII) with C and C' and

averaging over all the samples, we obtain the following formula
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for K,,(, ';o):

K 11(), '; 6) KTT= lK (1~ , ) 1; 6)P"( ', 1;0) , X5T aT

a B [T (t)] I, (t, ) - B [T(t)]K ,)
SP ', ; ) KTT (1, t) K q (1, t)

ap (u t; T) ( , [ (1)] B ,B [ (t)]
X a t dt (, 1; K)TT (1, t) -

1, (t, ) - B, IT (t)] aP, ([ t t; 0) t 0 - B [T (t)]4 4)
q (t) KTq(1, t)l at dt + vaT x

B, [ (u)] I, (t, ) - B, [T(t)] B, [T (u)]
x ,T KTT (t, u) - , KqT (t, U)-

I, (u, B) - B, [T (u)] aB, [T (t)] I, (1, 0) - B, [ (t)]
- TP_ ,, KqT (u, t) + xq (u) at) + (t)

Iv (u, 0) - Bv ( )] 0 "~a, ( , t; O) P (5, u; O)
X q (u) Kq (t, u) t dtdu.

Examples of the vertical behavior of some correlation moments,

calculated for the intensity of the ascending radiation in regions
-l

of strong absorption (v = 1390 cm - ) and weak absorption (v = /135

1240 cm- ) by water vapor bands at 6.3 Pm, using Equations (4.21) -

(4.24) for 0 = 0, are given in Figures 4.1 and 4.2. The charac-

teristics of the vertical structure of the fields of temperature

and humidity were taken for summer soundings above a continental

station (see § 2 and § 31of Chapter 3).

It follows from Figure 4.1 that, in the weak absorption

region (solid lines) the elements of the correlation matrix

KIT(h, 5 ; 0)1 , which gave the dependence of I ( h, 0)j at a fixed level

hlj on T'( ) at different levels 11, decrease with height, pass

through zero near the tropopause and become negative above it,

i.e., they have the same vertical behavior as elements of the

correlation matrix KTT( h, 1)1. This analogy is due to the fact

that deviations in the radiation intensity II for weak absorption

(broken lines) are determined, as one should expect, mainly by

deviations of temperature T' () for the ground surface and the

atmospheric boundary layer, which are anticorrelated with T'(Q)1
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Figure 4.1. Vertical distribu- Figure 4.2. Vertical distribu-
tion of KIT(,C , ) (in 103 cal tion of KI, (i ,;0) [in (103/cal/
deg/cm2*oin* ter.lpm). cm2 -min*|ster- pm) ]. The symbols

are the same as in Figure 4.1- KT(i 2- KN (0,2; ; 3-

KTT(i,tk (in deg2). I- weak
absorption; II- strong
absorption

above the tropopause (see § 2 of Chapter 3). Therefore, the

nature of the correlations KIT(G, ') and K(TT (, ')I:are the same.

Conversely, in the strong absorption region, the varia-

tions llat level 4,are determined mainly by the variations T' at

the same or adjacent levels. Therefore, the correlation between

the variations 1IJ in the ground layer (=1)) are proportional to

T'(1), and the variations T' at higher levels follow KTT (O, ),

while the correlation between I' at level r = 0.2 and of T' at

the other levels is negative for the lower layers of the atmos-

phere and positive for the higher layers. Thus, we can explain

the vertical distributions of the autocorrelation moments KzI(1, )]

for regions of weak and strong absorption (Figure 4.2).

Analysis of the equations obtained, Equations (4.21) -

(4.24) and (4.31) - (4.34), shows that the vertical structure

of the self-radiation field is determined to a considerable

extent by the vertical structure of the temperature field,
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including the variations in the temperature of the underlying

surface. As regards the humidity, its variations play a double

role in forming the structure of the radiation field. On the

one hand, an increase in humidity implies a decrease of intensity

because of the increased absorption of radiation in the thermally

stratified medium (correspondingly, decrease of q( ) leads to an

increase in I ). In the second place, variations in humidity /136

lead to variations in IV of the same sign, because of the positive

joint correlation of q' and T'.

This picture of the effect of variations q' and T' on the

variations I' proves in fact to be somewhat more complicated,

because of the integration of these effects with height in the

different regions of spectral absorption and radiative emission.

The total effect, which is a cause of the comparatively weak

correlation between the outgoing Earth radiation and the tempera-

ture of the underlying surface and the atmosphere at different

levels, can be obtained by carrying out appropriate calculations

using Equations (4.21) - (4.24) or (4.31) - (4.34). As we shall

see below (see § 6 of this chapter), this kind of situation is

also observed in statistical reduction of radiation measurements

on satellites [3.51. Equations to determine the structural

characteristics of the intensity of incident radiation, including

the joint correlations I (5,)j with meteorological parameters and

with the intensity of ascending radiation, can be determined

similarly, using Equations (4.6) and (4.7).

2.3. The Structure of Radiative Fluxes

Since now there is a great deal of data on the actinometric

sounding of the atmosphere up to great heights (see, e.g., [5, 6]),
accompanied by measurements of vertical profiles of temperature

and humidity, it is directly possible to compare the statistical
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characteristics of the vertical structure of integrated fluxes

of ascending and incident radiation, which are determined both

theoretically and experimentally. For this purpose, we need to

derive equations relating the structural characteristics of the

radiative fluxes

F() = j dv (C, 0)sin 20d
0 0

and the profiles of temperature and humidity. The derivation

of these equations is entirely similar to that of the correspon-

ding relations for the radiative intensity. In fact, we

integrate Equations (4.1) and (4.2) over all directions within

the upper hemisphere for IjI and over the lower atmosphere for

I , and then for all v from 0 to -, and introduce the integral

transmission function*

P (, t) =BT Bv(T) dv exp I- w sec. k, (u) q (u) du sin 2dO, (4 35)
0 0

where

B (T) = oT4  (a = 0.814.10-10 cal/cm2 .min.deg4). [  (14,36)

Then, for the fluxes (e.g., for the flux of ascending radiation)

Equation (4.1) takes the form:

FtB()= B[T(I)1P(,1)- B[T(t)] (t) dt. (4.37)

* We note that the integral transmission function depends on T
much more strongly that P , which is averaged over a narrow

spectral range. However, we neglect this dependence, as before.

232



By repeating for Equation (4.37) all the operations carried out

in § 2.2, we can obtain relations of the type (4.21) - (4,24),

for pt,F',KFF, KFT, K q, in which the transmission function and B(T) /137

are replaced by Equations (4.35) and (4.36). For example,

KFF(, an r (, ')+ P (, t) an [( +)] KTF (t, t)I dt +

1 (4.38)

+ OP( ,t) uKF (u,n ') [T(t)] dtdu.

Formulas for determining the functions KFT and KFq, obtained

from Equation (4.38) by cyclic substitution of the second sub-

script F by T or q, will be integral analogs of Equations (4.23)

and (4.24).

Examples of normalized correlation moments for the ascending

flux of integrated radiation, calculated in [1] by these formulas,

are shown in Figures 4.3 - 4.5. The calculations used typical

statistical characteristics of the fields T()), and q( )j, obtained

in [3.6] (see § 2 and § 31of Chapter 3) and the integral trans-

mission function of the type (1.20) with parameters a 0 = 1.3,

kO = 0.8. The same figures show the corresponding correlation

coefficients obtained by Kurilova [7, 8] from statistical reduc-

tion of experimental data of actinometric sounding [6], and also

including data regarding T (), and q().

Since the correlation functions]Kqq and KqT calculated in

[8] from these data have the same structure as the analogous

characteristics of [3.6], a comparison of the theoretical [1]

and experimental [7, 8] correlation coefficients can be regarded

as quite valid.

This comparison shows that the basic features of the verti-

cal structure of the variations of flux of ascending radiation

and the correlation relations for F'(), and T'( ) are described very
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satisfactorily by the above

6 relations. It is true (Figure

,, ' --z_ 4.3) that the experimental
.x (1 K. " ----JI

.. . autocorrelation coefficients

, ! \X, , rFF( (1, ) turn out to be some-

what low in comparison with the

calculations in the lower

*;a layers of the troposphere,

especially during summer. One

eoz o . r, reason for this may be the

incorrect normalization of the
Figure 4.3. Comparison of the

autocorrelation matrix KFF (5k, 5)/vertical behavior of rFp(.,t ) y

1- calculation in 1] from in [7, 8], relative to the dis-

Equation (4.38); 2, 3- calcula-persions of KfF( k,5),only at the
tion of [7, 8] for summer and
winter, respectively; 4 - 6- points (compare this with
Ck = 1, 0.7, and 0.5, respec- Equation (3.7)), which appreci-

tively ably decreases rFF (k,l)i in all

cases where KFF(hk,Sk) is sub-

stantially greater than KFF( 1 , ~.)i-*

The correlation coefficients rFF decrease with height, but

in all the situations considered, apart from summer cloud Ac

conditions (according to the data of [71), remain positive. This

result can be regarded as evidence that in cloudless conditions,

the variations of the ascending flux at large heights are deter-

mined mainly by the temperature variations in the lower troposphere.

Evidence for this conclusion is the vertical distributions of the

joint correlation coefficient rFT(;, G ) . As can be seen from

Figure 4.4, the rather high correlation of F' and T' in the

atmospheric boundary layer decreases with height, passes through

zero at the tropopause, and becomes negative in the lower layers

* The fact that rFT (1,) does not pass through zero for winter
conditions, according to the data of [8] (Figure 4.4 b), corres-
ponds to the correlation rTTVt,14) , obtained from the data from
simultaneous measurements of T( ) and F (see [8]),jbeing everywhere
positive.
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.0

_9z 9 /7 ' "k. We

and rFT (4, )1 (b)

a: 1- calculation of [1] using the transfer equations; 2, 3-
calculation of [7, 8] from experimental data of [6] for summer
and winter; 4 - 6- Ck = 1, 0.2, and 0.4, respectively

of the stratosphere. This kind of behavior of rFT is fully in

agreement with the vertical distribution of rTT (see § 2 of

Chapter 3), and in fact it means that the variations F' at all

heights are determined by the troposphere variations of TI, which

are anticorrelated with T' above the tropopause.* With increase

* It is probably for the same reason that the correlation coef-
ficients at the levels ( = 0.2 and 0.1 prove to be overestimated
in [7], conversely.
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of level 7, the correlation

. coefficients rFT (l, ) decrease,j

S_.' and for the top boundary of the

troposphere (Ck = 0.2), there is/k

/ i, 1 generally a weak correlation

of F' with T' (0.2) at all

-, ; o. g;. levels i for q = 0.2 rFT = 0,

Figure 4.5. Vertical distri- and for Z = 0.1 rFT < 0).
bution of rFq (, ),I
.according to [i] This decrease in correla- /138
1 - 3- = 1, 0.5, and 0.2, tion results from superposition

respectively; 4- r q() - of the correlation moments rTT(vkh, )
of opposite sign, taken in the integrals (4.38) and in the

analogous formulas for rFT and rFq with different weights, which

depend, in particular, on the moisture concentration. On the

other hand, the joint correlation coefficients rFq are closely

connected with variations T' and with the nature of the joint

correlation of T' and q'. The theoretical correlation of F' and

q' is rather low. Values of rFT do not exceed 0.3 for a single /139

level Ck (Figure 4.5), while the variations of flux at the top

boundary of the troposphere are noticeably anticorrelated with

q' at all the lower-lying levels. The fact is, probably, that

the effect of reduction of radiative flux with increase of mois-

ture concentration has more effect than the opposing effect of

increase of F' with increase of q'.

The conclusion that the variations of the meteorological

parameters can have a counter influence on the variations of

characteristics of the radiation field, the result being that

the correlation between these variations is weak, is important we

think for investigations of many atmospheric processes, since a
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similar situation is met with in the interaction of a number ofj

other parameters (e.g., the connection between the variations

T' and q', considered in § 3 of Chapter 3). In practice, this

means that we are concerned with conditions for these processes

where the useful information is comparable with the noise.

The vertical structure of the radiation fields is appreci-

ably affected by clouds. This is illustrated, for example, in

[7] by the different behavior, depending on height, of the auto-

correlation coefficients rFFn(h, ) for altocumulus I cloud (Ac) in

summer conditions (solid lines) and in winter conditions (broken

lines) (Figure 4.6). The negative correlation of flux fluctu-

ations at levels h> !0.5 with fluctuations F' at lower-lying

levels for summer, and the positive correlations for winter (or

for stratified clouds)lis probably due to differences in the

vertical structure of the upper boundary of the cloud, and also

to the profiles of temperature and humidity. In order to obtain

quantitative evaluations of the effect of clouds and of the

vertical structure of the fields of Earth self-radiation, one must

introduce the statistical characteristics of the meteorological

parameters under cloud conditions into the radiative transfer

equation.

Before going on to this matter, we note that formulas /140

similar to (4.38) can also be obtained for the statistical char-

acteristics of the vertical structure of fluctuations of the

incident radiative flux, as well as the flux of self-radiation,

which is directly associated with radiation-induced changes of

temperature.

§ 3. Calculations of Cloud Variations

The basic difficulty in establishing the relations between

variations of the characteristics of radiation and cloud fields!
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a i.  o 1

aI

winter and summer, respectively; 3 - 6- ck = 1, 0.85, 0.7,and 0.5, respectively

arises from the lack of reliable data on the structure of the

latter for different types of cloud (for stratified clouds with

sharp enough boundaries, for which data were presented in § 4

of Chapter 3). Therefore, we consider the statistical character-

istics of the vertical structure of the radiation field only

for stratified clouds.

We assume, as before, that

Po= Po + p; o= o+qo; T (t) = T( + T'() (4.39)

and that the variations of the normalized humidity profile q(c)

above the clouds can be neglected, for simplicity (to introduce

these variations complicates the relations presented below only

a little). It is not difficult to see that

WO w + wo; = -- w (Poq + qoP + pQ). (4.40 )

Then the equation for transfer of ascending long-wave radiation

can be written in the following form, analogous to (4,25):
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Cos 0 + cos6 - = ('o + Wo)q () k (5) Iv(, ) +

+ I (, ) - B, [T ()] [ , T' (( -.

We express the boundary condition at the top edge of the clouds,

whose height varies randomly, in terms of the variations of its

temperature 
TO:

I, (1, o) + I (1, 0) = B (To) + aB, (T

The equations for 1t and I, will take the form:

cos 0 = + q () k () {7, 0) - B, [T ()]} +

q (() k: ( _ OB B, [ ([ )SfP oKq.r ( , 0) -- oKP.r (, ) 7- T X (4.43)

x [foKq,, () + oKOr ()1} ;

ar/ B, [ 7()]
cos = 0 oq () k, (G) I (C, 0) - 0 T' ()} w q (5) kv ( x) X

x {7L (, 0) - B, [T ()1}.

Neglecting the second moments (apart from K ) in Equation
P0 q0

(4.43), we can obtain expressions for the mean intensity profile:

7t (t, 0)= B (To) exp [- o sec 0 k, (t) q (t) dt] -

• o "r g (4.45)
[Bv (t)] exp [-( o+ ) sec 0 5 k ,(u) dull dt

and for the intensity fluctuations: /141
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o) [- o B, (
g, (C, 0) o 'oexp -b seo 0 k,(t) q(t)dt]-

1B, T (t)] - (C446)
. T' (t)- wO

t

x exp [- sec 0 k, () (u) dul} dt.

Hence, it is not difficult to obtain expressions for the auto-

correlation function
KB T '; )= B ( T(o)

K ( ; ) = [ - ] KTT P (, 1; ) Pv ( ; ) ,- P,(', 1; 0) x
1 I aB 1 (t)] 1, (t, 0) - B, [T (t)]

x a KrTr (t) - (FpoKpor.+ oK..)

ap, ( , t; 0) aB (T) aB, IT (t)]
x at dt - T Pv ( 1; ) B KT , (t)-

Iv (t, 0) - B, [T (t)] ap, (g', t, 0)
.wo (foKo.T. + OKp.T)} at dt

B (t)] B [ (u)] KTT (t, u) - BT X(447)

1, (u, 0) - B [T (u)] (t) (t) B [T (u)]
x -o [XioKKoT (t) oKpor (t)] T X

1, (t, 0) - B, [T t)]
X [-loKqoT (u) + qOKPJ (U)] +

gwo

1, (t, ) - B, [T (t)] I (u, 0) - B, [T (u)] +

go gwo (oK. + oK )

OP, ( , t; 0) P, (', u; ) dtdu.x. dtdu.X t Ou

For the joint correlation functions, we obtain:

aB, (To)
KIT(~, '; ;) = KTO, ( ') P (C, 1; ) -

l aBI KTT (t, 0) - - [fioKoT (V').+ qoKor0 (V')}1 (4.48)
all gwo

ap, (5, t; O)
2Oat dt;
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Kq( (, 0)= ) KT-r P, (;(C )-

a. 47B t K W )1KTt(t) - B (oKqq,+ oKpq,)} (4.49)
-T "gwo

ap, (, t; 0)
X a dt;

/142

K (, 0) = -~(T K .p, P, (C, 1; 0) -

at KTp, (t) - (foKqop. + OK, ) (4.50)

P (ap., (C' t; 0) dt -x dt.

By analyzing Equations (4.47) - (4.50), and allowing for the

statistical characteristics of the structure of stratified cloudsl

and of the meteorological elements above it (see 5 4 of Chapter 3),

we can observe that the basic parameters which will allow us to

best take into account the effect of variation of stratified

clouds on the fluctuations of the radiation field are the dis-

persion of the height of the top boundary of the cloud K , its

temperature KToTO , and its humidity K 0 0; the autocorrelation

moments KT0T and KTT, which relate the temperature of the top

boundary to that of other underlying atmospheric levels; the

joint correlation moments KqO T between the humidity and the top

boundary of the cloud and the temperature of the underlying levels

(we note that excluding fluctuations of the relative profile q(r)

from consideration is justified, to some extent, by the smallness

of the absolute values of dispersion of the specific humidity

above the clouds).
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As regards quantities such as the joint correlation moments

between fluctuations at the level of the top cloud boundary and

the temperature or humidity at this boundary (K OT, K 0 ), judging

from the results of [3.15], they are quite small and can be

omitted in Equations (4.47) - (4.50). From the physical view-

point, this means that random variations in the cloud boundaries

are relatively weakly correlated with the corresponding variations

in the meteorological elements (e.g., an increase in height of

the cloud boundary does not always entail a decrease of temperature

or of humidity at this boundary). Therefore, by itself,la change

in height of a stratified cloud does not always statistically

cause corresponding changes in long-wave Earth radiation.

Having determined the correlation moments from Equations

(4.47) - (4.50), one can easily improve the expression for the

mean intensity profile I,', by substituting the required quantites

into Equation (4.43).

To compare the correlations obtained in 17] for stratified

clouds with experimental coefficients, we calculated the

statistical characteristics of ascending fluxes of integrated

radiation (formulas for these characteristics were obtained from

Equations (4.47) - (4.50) by replacing the monochromatic inten-

sities and transmission functions by quantities integrated with

respect to e and v). The statistical characteristics of the

vertical structure of stratified cloud and meteorological elements

in the calculations were taken from the data of § 4 of Chapter 3.

As can be seen from Figure 4.6 a, the empirical and calculated

correlation coefficients rpF(I,,) are in satisfactory inter-

agreement. The positive correlation for F' obtained in 17] for

the Sc case at all levels means (as it did in the cloud-free

case) that the fluctuations F' at great heights are determined

by the fluctuations T' in the lower layers of the troposphere,
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al f . bI

a' J,

Figure 4.7. Vertical distribution of rRa(t t') and r (t'~')
according to [9]

a- ra(t,t'); b- rRR (, r); 1- T = 0; 2- 0.04; 3- 0.08; 4-
0.12; 5- 0.16; 6- 0.20; 7- 0.24; 8- 0.28

especially by variations of T' and the top boundary of the cloud.

Also, the latter are positively correlated with T' at all the

other levels, at least up to a height of 5 km (see Figure 3.6).

As regards other kinds of cloudslthe example of calculations of

rFF in [7] from measurements of fluxes of self-radiation under

conditions of altocumulus cloud (Figure 4.7 b) indicates the

possibility of negative correlation of F' in the sub-cloud and

above-cloud atmospheric layers. One of the probable causes for

this may be the anticorrelation of temperature variations in the

corresponding layers. However, this assumption, like a number of

other results presented above, should be checked by performing

various measurements and calculations of the statistical charac- /143

teristics of the vertical structure of radiative fluxes and

meteorological parameters.
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§ 4. Angular and Spectral Structure

It was shown in Chapter 2 that the vertical stratification

of the atmosphere, particularly the variation of temperature and

moisture concentration with height, determines the angular depen-

dence of the intensity of Earth self-radiation, described, for

example, by Equation (4.31). Naturally, random variations of

vertical profiles of temperature and humidity imply random vari-

ations of the angular distribution of long-wave radiation, as

follows immediately from Equation (4.32). Therefore, the statis-

tical characteristics of the angular structure of the radiation

field can be expressed in terms of the appropriate characteristics

of the vertical structure of the fields of temperature, humidity,

and cloud.

Within the framework of the horizontally homogeneous atmos-

pheric model,lone must expect a very close correlation between the

variations of the intensity of the radiation emitted by the Earth

at different angles, since in this case a change in the angle e

means, in essence, a change in the weight with which the emission

of different atmospheric layers of the atmosphere contributes

to the Earth emission for different directions. Therefore, for

a weak correlation between the values of temperature or humidity

at different levels in the atmosphere, the variations in intensity

of radiation I (, 0)I and I, (, ) at a fixed level , but at different

angles 0 and , will be noticeably intercorrelated, as follows

from immediate examination of Equation (4.32). In fact, by

multiplying i(,6)by I,;(',) and averaging over all samples, we

obtain an expression for the autocorrelation function
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Ku ; 0, 1,(G, )ivG, D v () KTT (1'.) Pv=t, 1; 0) P, ; j-

aB, [IT ()1
- T P ()] I; ) x

OB, [(t)] KTT (1 , t) - I (t, 0)- B [T(t) KTq(, t)} X
S aoT q (t)

ap ( 0 t; -) a B, [ T ( t)] B (u)

X at dt aT ( 1; ) x
Il B  [ r (t)] KTT(u, I) - , ( t  T ) -T [ ( t ) ] KT(l)]

T q (t)()

I (, () - B, [ (t)] i (t, 0)- B [T (t)l
qK ((U t)

q(t)q Kq(U, t)+ - q(t)

1v (u, Q)- B, [(a ) (U) Kqq (, u)) aPV (,t t; O) ap, (, u; ;!dudt.

In Equation (4.51) we did not take into account variations in

clouds,althoughlit is very clear that they could be allowed for

without great difficulty, by means of Equation (4.46).

Calculations performed using Equation (4,51) for the inten- /144

sity of integrated radiation indicate that variations in the

long-wave Earth radiation at different directions are strongly

intercorrelated. It seems that in actual conditions the angular

structure of the field of self-radiation of the atmosphere will

be distorted by horizontal nonuniformities of the atmosphere,

and in particular by cloudsl(the horizontal structure of these

nonuniformities and the angular structure associated with them

will be examined specially in Chapter 5).

245



Similarly, one can establish the relation between the

statistical characteristics of the spectral structure of the

field of long-wave radiation and the corresponding characteris-

tics of the fields of temperature, humidity, and cloud. In this

case, the weights with which the radiation of different layers

of the atmosphere contribute to the emission integrated with

height for fixed values of and e are transmission functions at
different frequencies v and p. Then

Ku ( 0, 8; v, [t) = I' ( ,, 0) 1, ( =, ) = at K (1, 1) (, 1; ) x
PB [T (1)]

x Pp (t, i; 8)- P, (C, 1; 8) x

x * , ) 17T  (t, ) (t, - (0 , , ( t)]
qet) q (t )

aP, ( q t; o) aB, T (1)]
X at dt - aT Pv(, 1; c)xt

aT KTT(l, t)- - (t) KT(,t). (4,52)

rPt(is t; ) iaB, [TI(t)] aBt [T (u)]
x tat dt + a at KTT(t, u) -

T q( (u K 0) B IT () q (t, u) -

relationships between the (t, variations of temperature and humidity

at different levels. This conclusion follows immediately from

general physical reasoning: the variations in the intensity of

radiation in the relatively transparent region of the atmosphere

will be determined by variations of temperature and humidity in

the atmospheric boundary layer, while the variations in intensity
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and radiation in the strong absorption region are related to

the variations of T(r) and q(r) in the free atmosphere. We

restrict ourselves simply to these comments, since statistical

characteristics of the spectral structure will not be used

directly in the rest of the book.

§ 5. Vertical and Angular Structure of the Short-Wave Radiation

Field

The results described in Chapter 1 show that the vertical,

angular, and spectral structure of the field of solar radiation

reflected by the Earth are determined mainly by the vertical /145

structure of aerosols and cloud, and in the absorption bands

by the structure of the concentration of atmospheric gases.

Using the equation for transfer of solar radiation in a

plane-parallel atmosphere for which the vertical distributions

of the optical and meteorological parameters are random functions

of height, we can find relations between statistical characteris-

tics of the vertical, angular, and spectral structure of the field

of short-wave radiation, and the statistical characteristics of

the vertical structure of these atmospheric parameters [9].

For simplicity, we consider the case where the variations of

intensity of short-wave radiation are determined only by random

variations in the vertical profile of the aerosol scattering

coefficient, whose structural characteristics were given in § 5

of Chapter 3. We will consider the aerosol scattering coefficient

o,(z)! for fixed v as a random function of height z, and represented

in the form

5 (z) = +0 (z) + 5, (z), i (4.53)
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where the mean profile T,(z) includes the molecular scattering

coefficient and o(z)= b,'(z)I is a random deviation which we ascribe

only to aerosol scattering b,(z) . We could represent the scat-

tering index similarly. However, in the interest of further

simplification of the problem, and to explain the role of vari-

ations of the scattering coefficient, we shall consider the

scattering index to be spherical (*,vil). This simplification is

also desirable for the reason that there are presently no reliable

ideas on the vertical structure of the scattering index in the

atmosphere.

Putting y 0vl, at-0, i) _0 in the radiative transfer equations

(1.1) and (1.2), and representing the radiative intensity in the

form

Iv (z, ) = Iv(z, 0) + I' (z, 0); R, (z) = i, (z) - R, (z), (4,54)

we obtain equations for the mean profile of the radiative intensity

I and its deviations from the mean profile I' (v is omitted):

cos az = - ; (z) [it (z, ) - R (z)l - Kt(z, z, 0) - Kn (z, z); (4.55)

all-cos -- = - (z) [fl (z, 0) - (z)] - KI. (z, z, 0) +- KR (z, z); (4.-56)

.(z)= Jt [i (z, O6) + It(z, 0)1 sin OdO; (.4.57)
0

1'(0)= 2A S iP( 0, 0)cos sin OdO; (4.58)
0

K., (z, z, 0) = a' (z) I' (z, 0), KoR (z, z)= ' (z) R' (z);

I'(o, 0) = tS6 (0 - o); (4.59)
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cos 81 = - (z) [I (z, 0) - R' (z)] - (' (Z) [ (z, -0) (z)]; (4,6 0)

-cos 0O = - (z) [I' (z, 0) - ' (z)l - ,' (z) [I (z, 0) - R (z); (14.61)

0

I'l (0, 0) = 2A I' (0, 0) cos 0 sin OdO; (4.62)

I',(~ , o)= 0. 1 (4.63)

If we omit the second order moments in Equations (4.55) and /146

(4.56) and transfer to the optical depth

r (Z)= 0 (tl dt; T = - (t) dt;
0 0

it is not difficult to obtain the well-known integral equations

for a spherical index, investigated in detail by Kuznetsov and

Ovchinskiy [1.82]. The function R(C), represented in the form

of the sum

R (r) = (p () +HoB (r)

is calculated by solving the integral equations

-*

(P.(T)= expi [-(r* t -(r))se _+ _(t)dE ( -t dt; (4.64)

co (r) = E () + (65)-dt, (
0

where

1/2 S exp (-* see Co) cos o + S (t) E1 (t) dt

H=A o

I--A o(t) E(t)dt

0
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The mean intensities of scattered radiation are expressed in

terms of R(T) as follows:

It (, 0) = He- seC se c S (r) e-(-t) seCe 0dt; (4 , 66)
0

(, 0) = see R (t) e-(t-) see Odt. (4.67)

We have calculated these expressions in detail, since they will

enter into the corresponding formulas for the deviations I'.

By solving the system of equations (4,60) - (.4.61) in these

variables with boundary conditions (4.62) and (.4.63), we obtain

I"(r, O) = 2Ae- see SR' (t) E(t)t) -+ ) (t) E (t) -- (u) E x(u) du] dt

0 t (4.68)

± se 0 S{,' (t)± (t) .PI 0)1}+ ' (t ) , exp [- (r - t) sec 0] dt;
0-.

I'(r, 6)= sec 0 R'(r)+ [(t) -1(t, 0)]1 exp[-(t- )see0]dt. (4.69)

Here we obtain an equation similar to (4.64) and (4.65) for

the deviation of the function R'(T). Putting R' (T) = ' () +H'' (),

we obtain an equation for determining cp' ():'

' (' = F (r) + '(t)Ex(1r-t)dt. (4.70)
0

Here /147

0 0

(1 *r) x see( o] ( t t dt() (u) eT-(-u)

-dt (u)' u du.2 o (t) u-
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The function o'(()! has the same accuracy as o(r), and the constant

H' has the form

(t) E (t) - W (u) E (u) du I +t ( (t) E2 (t) dt

H' A 

1 -- A co (t) E2 (t) dt
0

From Equations (4.68) - (4.70), we could obtain relations for

the correlation functions KII, KRR, KRa, but these would be

rather laborious, mainly because of the calculation of the

albedo A. However, to clarify the relation between characteris-

tics of the vertical structure of the radiation field and the

scattering coefficient, it is enough to examine the case A = 0.*

Then, for R'(-)= '(), and from Equations (4.70) and (4.71), we

obtain a comparatively simple equation which we write in more

compact form

R'(r) = R'(t) Ex (l r - t l) dt + Po (T, t) dt -
0 0

S (4.72)
- exp [- (,r* - T) sec to] see to d' (t ,

where

(t) E (T - t) - R (u) du, O <t <,

Po (t, t) 0

(t) E (t- ) - (u) du, < t <.

From Equation (4.72), we obtain the following equations for

the correlation functions

KRRn(, T')= - KRRn(t,'r')E,(IT- t)dt+ Kno(', t)Ho(r, t)dt -

0 0

exp [--(T* - ) sec to] see to K i(t) dt;

* The case with A # 0 was considered in 110].
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o 0° .r* (4,74)
S K _ (t T')
s exp [- (T - r) sec o1 sec o - dit

Here /148

o( , t) = P,(, t) (4.75)

is a negative function. Thus, the autocorrelation between R' at

different levels or the joint correlation between R' and a' is

determined by the autocorrelation function Koa(,');. It follows

from Equation (4.74) that Kr,! is a superposition of the positive

and negative correlations between R' and a', described, respec-

tively, by the second and third terms of Equation (4.74). This

result reflects the fact that the variations of a' imply, on

the one hand, variations of R' of opposite signs, because of the

effect of attenuation of the radiation (the third term of Equation

(4.74)), and, on the other hand, variations, of R' of the same

sign, arising from multiple scattering. Therefore, the vertical

structure of the variations R' will undergo deformation, depending

on the weight of these two factors. This conclusion is confirmed

by calculations of KRR@(,T') and KRI(r,T') made in [91 for a model

atmsophere, using empirical profiles of &(z) and correlation

matrices KOO(zh,zl) [1.10]. The total optical depth of the atmos-

phere here was 0.4 and = 600, A = 0,. Figure 4.7, which illustrates

the results of these calculations, enables us to determine the

transformation of the vertical behavior of the correlation coef-

ficients Ta (th, TI) and rR(-tk, r )

In fact, at the ground surface level (T =O0), the quantity

R'(0), which, for a zero albedo, is completely determined by the

variations of the descending radiation, I' (0,O), is anticorrelated
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With o'()j at all levels T. This means that attentuation plays

the main role in the variations of the descending radiation. With

increase of T, the function R' ()J includes variations of the

ascending radiation which are mainly determined by variations in

the scattering, which quickly leads to an increase in the negative

correlation with o'(r) at the higher levels of T, and to a positive

correlation with a'(T)! at lower-lying levels. The levels for

transition from negative to positive correlation depend, as can

be seen from Equation (4.74), on T* and C, as well as on the

vertical behavior of the correlation coefficient r0o(t, '). In

particular, the presence of a maximum in the ratio Ka(t,t')/ ()E(t')r

at the layer T = 0.16 to 0.28 (z = 1.5 to 4 km) is a cause of

corresponding extreme values in the correlation matrix rRo(r,'U).

This behavior of the joint correlation K(r,(,') also appears

in the vertical structure of the fluctuations R'()I (Figure 4.7 b).

However, the region of negative correlation coefficients r 1 (T,r') /149

is considerably narrowed. As one must expect, because of the

contribution of attenuation and scattering in forming the fluctu-

ations I'(')j, the coefficient of correlation between R'(0)l and

R' (-*)] is of order -1. The levels at which rnn(r,,') passes through

zero lie above T' = 0.12 (z = 1 km) for T < 0.12, For T > 0.12,

the correlation coefficient rRm(T,T')J remains positive for all T

and T'.

A transformation leading to an increase in the scattering

component of the brightness field is also observed when one looks

at the vertical or angular structure of the intensity of scattered

solar radiation.

In fact, for Kri(r, t'; 6) = I' (T, 0) I' ('', 0); K 0a( ', ', ) =!I' (t, 0) a' (T');

K 11 (; 0, 0') = I' (r, 0) l(, 0')fori the ascending radiation, from Equationi

(4.68), we obtain the equationsl
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K' (It, TI'; 0)= sec2 0 ([K RR (t, u) + Ko(t, u)G(u, 0) + KR, (u, t)G(t, ) +
o o (-4.76)

+ Ka. (t, u) G (t, 0) G (u, 0)] exp {- [(r - t) + ('' - u)] sec 8} dudt;

Kt.(T, t'; ) =sec O [KR,(t, r') + K.o (t, T')G(t, 0)]exp [- (-- t)sec6] dt; (4.77)
0

XfI, (; 0, 0') = sec 0 sec 0' [KR R(t, u)+KRo(t, u) (u, 0')+ KR(u, t) G(t, 0) +
00 (4.78)

+ Koo(t, u) G(t, 0)G(u, 0')] exp [-(r - t) sec 0 - (c - u)sec '] Jdtdu.

Here

G (t, 0)

Similar equations for the descending radiation are obtained from

Equation (4.69). Examples of correlation coefficients rio(*,O;),J

r o(0,6;t)', obtained in [9], for fluctuations of the intensity ofl

ascending radiation I't(T*,6)! and descending radiation I'4(0,0)l are

shown in Figure 4.8. It is not difficult to see that not only

I((* , )', but also. I'4(0,0)! are positively correlated with the]

fluctuations o' (-), at all levels T, for not very large 6. The

correlation coefficients ro(t*, 0; C) (solid lines) depend weakly on

6, although the absolute correlation moments of KtIC(t*,6; -)/ matrix

have a noticeable angular dependence, with a maximum at e = 700

(Table 4.1). As regards the correlation coefficient r. (0, 0;)(broken

lines), they practicallly coincide with rio(-*,0; c)l over the entire

range of angles 0(0 70' , but differ appreciably for larger e,

taking negative values for 0 > 80 degrees.
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We still see a large posi-

tive correlation in the vari-

P ,QtZ ) ations of the angular behavior

of the brightness, as follows

from consideration of the auto-

I.O - correlation matrices KI (T*, 0, 0'),

and K 1, (0; 0, 0')' (below and above

J the main diagonal of Table 4.2,

respectively). It is easy to

- , I verify that the correlation

coefficients r, (r*,, 0')1 and

Figure 4.8. Vertical distribu- rfi(O;Q,0') are close to unity
tion of ro (t*,:0; 7) (I); andtion of and for the whole range of angles 0

1- 0 = -800; 2- 800; 3- and 0', apart from 0>800, where

82.50; 4- 850; 5- 87.50; rk:_ passes through zero and takes
6- 900 negative values.

In order to map out these peculiarities in the angular

structure, including the very sharp transition through zero of

KJI(0;0,0'); , it is desirable to examine the joint correlation /150

matrices KR(T*,O;r)iand Kr(0,0;T) between the fluctuations of the

directional and mean brightnesses, which also describe the inter-

action of the variations of attenuation and scattering. Table

4.3 shows that the fluctuations I'?T(*, 0) are anticorrelated with

R'()I in the layer 0~<t' 0.1 2 at all 0, and positively correlated

for T > 0.12. The same is true also of I'r(0,0)i, apart from angles

0>80i , for which KiR(0,0; )>0 for T < 0.12, and, conversely,

KnR (0,0;t)<01 for T > 0.12 (Table 4.4). The region where the cor-

relation moments pass through zero, which corresponds to an equal

contribution from the fluctuations in attenuation and scattering,

will depend, of course, on the optical parameters of the atmos-

phere and the position of the Sun. In fact, from the asymptote

of Equation (4.68) for A = 0 and of Equation (4.69) as 0 - m, it

follows that
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lir K11 (z*, 0; 0')= K'R (t, 0; ');
0'- -

2 - (4,79)
lim KI (0, 0; 0') = KR (0, 0; 0),

2

and therefore, the last and first lines of Tables 4,3 and 4.4

are, respectively, limits for the last column and last line of

Table 4.2.

Thus, for the case of a spherical scattering index, we have /151

"determination" of the angular structure of the field of bright-

ness IT(r*,O0), determined by the vertical structure of random

fluctuations of the aerosol scattering coefficient a'(z)j. From

the physical viewpoint, this means that the effect of scattering,

which is positively correlated with a'(z)I plays a dominant role

in fluctuations of brightness above the cloud-free ocean (A = 0).

The formulas given above enable us to calculate the statis- /152

tical characteristics of the brightness field even for A r 0.

Since this entails an increase in the contribution of reflected

direct solar radiation, the role of the attenuation fluctuations

must increase, which leads to reduced correlation between the

brightness fluctuations at different angles 0. Here one must

bear in mind that under actual conditions the albedo A will be

a random quantity, uncorrelated with a(z):, which also entails

reduced correlation of brightness with 0. These assumptions are

confirmed by the empirical correlation relations obtained from

measured Earth brightness data on the satellite KoPsmos 149.
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TABLE 4.1.* JOINT CORRELATION MATRICES Khr(r*,0;) (6=o'/I)*

0
o

0 30 60 70 80 82,5 j 85 87,5 90

0 0,69 0,76 1,00 1,09 0,96 0,82 0,64 .0,53 0,41

0,04 0,85 0,93" 1,22 1,33 1,47 1,00 0,77 0,64 0,53
0,08 0,73 0,80 1,04 1,14 1,00 0,84 0,65 0,53 0,45

0,12 0,82 0,90 1,18 1,29 1,12 0,96 0,73 0,60 0,51

0,16 0,96 1,05 1,38 1,50 1,32 1,11 0,85 0,71 0,60
0,20 0,94' 1,03 1,35 1,47 1,29 1,09 0,83 0,69 0,58

0,32 1,02 1,11 1,46 1,59 1,38 1,16 0,85 0,65 0,58

0,40 0,72 0,79 1,04 1,13 '0,97 0,79 0,53 0,30 0,30

* Commas in the numbers indicate decimal points.

** To obtain absolute energy units, we must multiply all the
numbers by 10- 2S2 .

TABLE 4.2.* AUTOCORRELATION MATRICES Kr (,; 0,0 ') AND K,' (0; 0,0')[**

0* o 3 1 50 60 70 80 82,5 85 87,5 90

0,52
0,57

.0 0,41 0,67 0,75 0,81 0,71 0,60 0,45 0,36 0,31

- 0,.74
30 0,44 0,48 0,87 0,82 0,89 0,78 0,66 0,49 0,39 0,34

0,96
50 0,49 0,53 0,59 1,07 1,05 0,92 0,77 0,58 0,46 0,40

1,17
60 0,51 0,55 0,61 0,63 1,27 1,02 0,86 0,65 0,52 0,44

70 0,46 0,50 0,56 0,58 0,52 0,97 0,94 0,71 0,56 0,48

0,82
80 0,11 0,12 _ 0,13 0,14 0,12 0,03 0,69 0,62 0,49 0,42

0,52
.82,5 --0,09 -- 0,10 -- 0,11 --0,12 --0,10 --0,02 0,03 0,39 0,41 0,35

0,31
85 --0,32 --0,34 --0,38 --0,39 --0,36 --0,07 0,09 0,27 0,25 0,27

87,5 --0,50 --0,54 --0,60 --0,61 --0,55 --0,11 0,14 0,42 0,70 0,21
90 --0,32 --0,34 --0,38 --0,39 --0,35 -0,08 0,08 0,25 0,38

* Commas in the numbers indicate decimal points.

** To obtain absolute units, we must multiply all the numbers

by 10-3S2.
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TABLE 4.3.* JOINT CORRELATION MATRIX K R (, 0; r)**

0
o

0 30 60 1 70 80. 82,5 .85 87,5

0 --0,35 --0,39 --0,51 --0,55 --0,48 --0,41 -0,31 -0,25
0,04 --0,25 --0,28 --0,37 -0,40 --0,35 --0,29 --0,22 --0,17
0,08 --0,15 --0,17 --0,22 --0,24 --0,20 --0,17 --0,12 --0,09
0,12 --0,05 --0,06 --0,07 --0,08 --0,07 --0,05 --0,03 --0,02 -
0,16 0,07 0,07 0,10 0,11 0,10 0,08 0,07 0,07 -
0,20 0,19 0,21 0,28 0,30 0,27 0,29 0,18 0,16
0,24 0,32 0,35 0,46 0,50 0,44 0,37 0,29 0,24
0,28 0,42 0,46 0,60 0,66 0,57 0,48 0,37 0,29
0,32 0,38 0,42 0,55 0,60 0,53 0,44 0,34 0,27
0,36 0,35 0,38 0,50 0,55 . 0,48 0,40 0,31 0,24
0,40 0,31 0,34 0,44 0,48 0,42 0,35 0,27 0,21

* Commas in the numbers indicate decimal points.

**To obtain absolute units, we must multiply all the numbers
by 10-3S 2

TABLE 4.4.* JOINT CORRELATION MATRIX Kr, (0, 0;r)

0
o

0 30 60 70 80 82,5 85 87,5

0 --0,32 --0,34 --0,39 --0,35 -0,08- 0,08 0,25 0,38
0,04 --0,29 --0,25 --0,28 --0,26 --0,07 0,04 0,15 0,20
0,08 --0,14 --0,15 --0,17 --0,16 --0,05 0,01 0,07 0,06
0,12 --0,05 --0,05 --0,06 --0,06 --0,03 -0,01 --0,00 --0,05
0,16 0,06 0,06 0,07 0,06 0,01 -0,04 --0,09 --0,1&
0,20 0,17 0,18 0,21 0,18 0,02 -0,07 --0,18 --0,30
0,24 0,28 0,30 0,35 0,31 0,05 -0,09 --0,26 --0,41
0,28 0,37 0,40 0,46 0,42 0,09 -0,09 --0,30 --0,47
0,32 0,34 0,37 0,42 0,38 0,08 -0,09 --0,27 --0,43
0,36 0,31 0,33 0,38 0,35 0,08 -0,08 --0,28 --0,39
0,40 0,27 0,29 0,34 0,30 0,08 -0,08 --0,22 --0,34

* Commas in the numbers indicate decimal points,

** To obtain absolute units, we must multiply all the numbers
by 10-3S 2 .
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§ 6. Angular and Spectral Structure of the Earth's Brightness

Field, from Measurements on Kosmos 149

A unique possibility for investigating the angular structure

of brightness of various Earth features is the measurement of

absolute intensity of reflected solar radiation performed on

KPsmos 149 in the spectral region 0.74 Pm [11]. This stems from

the fact that the TF-3B telephotometer mounted on this satellite

surveyed the Earth along the flight trajectory. Therefore, during

successive scans, the telephotometer measured the brightness of

a single terrestrial object passing in the field of view of

the instrument, at different angles to the local vertical, which

enabled one to construct the angular distributions of solar radi-

ation reflected by the object. Reduction of the information

obtained was performed in [12]. All the angular profiles obtained

from Kjosmos 149 (Figure 4.9) were divided into three families as

regards the brightness coefficient R0 (0,)iof the reflecting objects

at the nadir direction e = 0 (the zenith distances of the Sun r

varied here in the range 50 - 70 degrees). The first family (M1)

included angular profiles of 1(0),', which increased with increase

of !(R0 < 0.6). The second family (M2) included curves of 1(0),

decreasing with increase of R 0 (R0 > 0.6); and finally, in the

family of I we distinguish the sub-family M3 of angular profiles

(0 S R _ 0.4) which refers to weakly reflecting surfaces I(0)).

For each of these families, composed of N = 20 to 30 curves of

I(Oh) , which are considered to be random vectors, [12] constructed

mean profiles I(0k), mean square deviations (I (0.), autocorrelation

matrices KuI(O, ~,), and correlation coefficients .ri(O, O)!. /153

Examples of these characteristics for the above families of

angular profiles are given in Figure 4.10.
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Figure 4.9. Mean profiles of brightness IC) Csolid lines) and
mean square deviations a (0) (broken lines

1, 2- N z 20 and N = 25 - 30, mW/cm *ter'Pm, respectively

The average profiles of I(0~1)Idescribe typical angular distri-

butions of reflected solar radiation above various underlying

surfaces: one obtains a concave profile for a low value R 0 of

the reflecting surface, and a convex profile for strong reflec-

tion (see § 3 of Chapter 1). We note that amongst the family of

curves of I(0)l obtained from Kosmos 149, there is a neutral type

of angular profile describing the behavior of the atmosphere

brightness above an underlying surface with the mean value of thel

brightness coefficient (R 0 = 0.5 to 0.8). Here one does not see

a single-valued dependence of the type of angular profile on the

reflection characteristics or illumination or observation condi-

tions. In addition, for the same average values and closely

adjacent values of C, and of the azimuth i of the scan plane,

three types of curves of I(O) can be encountered, as is illus-

trated in Figure 4.11. This means that even finer characteris-

tics of the reflecting surface play a part in forming the dis-

tribution of angular brightness, in some cases the microstructure

of cloud formations, for which angular profiles of Figure 4.11

were obtained.
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on 0(see Figure 4.9) in almost all cases, which gives reason to

hope that the random fluctuations of the angular profiles are

61Af _Z / e ZO, 61,

Figure 4.10. Normalized correlation matrices presented in Figure 4.10 are evi-,,)
a- R 0 0.35; b- R 0 0.2; 1- N z 20; 2- N = 25 - 30

The mean square deviations of brighprove to be weakly dependent

on o.(see Figure 4.9) in almost all cases, which gives reason to
hope that the random fluctuations of the angular profiles are

homogeneous. A finer structure in the fluctuations of angular

brightness profiles can be obtained by examining the autocorre-

lation matrices KIr(O, 01)j and their eigenvectors. The normalized

correlation matrices rii(0,, ,)1 presented in Figure 4.10 are evi-
dence as to the rather high degree of correlation of the fluctu-
ations in the angular distributions of brightness in the case of
R0 (see Figure 4.10, M1 and N2), which is a consequence of the

vertical homogeneity of the cloud formations for which the basic
volume of angular profiles of type of N1 and M2 wasI obtained.

However, in the case of small RO, which characterizes the atmos-

pheric brightness above a water surface, above a comparatively
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Figure 4.11. Angular profiles of various types

a- R = 0.68, = 48 - 500, = 100 - 1020; b- RO = 0.84 -0.87,

C = 48 - 53, i = 74 - 96

weakly reflecting land surface, or above a semi-transparent

cloud, there is a tendency for a decrease in the coefficient of

correlation between the brightness fluctuations in the region of

minimum intensity of reflected radiation (near the nadir) and

at large e (see Figure 4.10, M3 ). Here the minimum correlation

in this region becomes more pronounced when the range of small

values of R0 is narrowed, and it is smoothed out when one combines

the corresponding family of curves I(O) of angular profiles with

higher values of R . The correlation between the brightness

fluctuations at large 8 in the two half-planes of the sky

remains high, as before.

This effect can be explained by considering the correlation

dependence of the brightness, arising both from fluctuations in

the aerosol scattering coefficient, and on the variability of

the reflection characteristics of natural surfaces. In fact, for

zero reflection, the correlation of the brightness for all angles

8 is determined completely by the fluctuations in the scattering

coefficient. In the case of weak reflection, the fluctuations

of brightness It(O)I in the region of the nadir will be determined

mainly by fluctuations in the brightness coefficient R0 of the
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reflecting surface, while for large 8 the fluctuations of It(0)1

arise mainly from fluctuations in the atmospheric scattering

coefficient, which are not correlated with R0, of course. This

is probably also the cause of the minimum of correlation shown

on Figure 4.10 (M 3 ).

On the other hand, in cases with strong reflection, the

fluctuations I'(0): are determined for all e mainly by the vari-

ation in the brightness coefficient, which implies a high

correlation, as illustrated by the curves rII in Figure 4.10

(M1 and M2 ). The filling in of the correlation minimum near the

nadir as the family of angular profiles M 3 expands because of

values of I(0); corresponding to larger R0 is exactly linked

to the increase in the effect of fluctuations of R0 on the increase

of the correlation coefficient rII at all 0. It should be noted /155

that there is a decrease of rlI for families M I1 and M 2 also, even

for an enlarged range of angles 0; the fluctuations of brightness

for very large 0 are weakly correlated with I'(0)1 at small 0. The

reason is that there is equalization at large 0 of the contribu-

tion of the above factors, which are responsible for the correla-

tion of the angular brightness profiles, and also for the effect

of the horizontal nonuniformities of reflecting objects in the

spatial averaging near the Earth's horizon. The nature of the

correlative dependence and the degree of uniformity of the

angular brightness profiles is rather clearly described by a

system of eigenvectors p,, (0,) of the matrix K11 (Oh, O,). The examples

of the vectors W,,(01)for the matrices given in Table 41.5 (these

correspond to the normalized matrices of Figure 4.10) are

shown in Figure 4.12. Interesting features are the convergence

and certain differences in the first three eigenvectors for both

kinds of angular profile. In some cases, these vectors are

reminiscent of the first three functions of an even trigonometric
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TABLE 4.5.* AUTOCORRELATION MATRICES Kli, (Ok, O,) [IN

(mW/cm2.ster-.m) 2 ] FOR ANGULAR PROFILES OF TYPE M 1 AND M2

00

S-66 -60 -54 -48 36 -30 -2/ 18 -12 -6 0 6 12 18 24 3

32,3
-66 9,2 31,2 30,1 27,2 25,0 24,1 23,1 22,1 21,3 20,8 20,2 20,7 20,4 21,6

31,0 30,4
-60 9,7 11,8 27,9 25,8 24,9 23,9 23,1 22,2 21,7 21,2 21,6 21,0 22,2

31,2 28,9
-54 9,9 12,6 14,6 26,8 26,3 25,2 24,5 23,1 22,6 22,1 22,6 22,0 23,2 -

27,1 22,5
-48 10,2 13,5 15,4 16,8 24,8 23,8 23,2 21,8 21,2 20,7 21,0 20,4 21,6 - -

23,8 23,3
-36 10,6 14,2 16,2 17,7 18,8 22,6 21,9 20,6 20,0 19,6 19,8 19,2 20,3

23,1 22,4
-30 11,1 14,9 16,9 18,6 19,7 20,9 21,8 20,4 19,7 19,2 19,3 18,8 19,7 - -

22,4 21,7
-24 10,9 14,5 16,7 18,2 19,3 20,5 20,4 20,5 19,5 18,8 18,8 18,2 18,8 - -

21,2 20,1
-18 11,2 14,2 16,4 17,7 18,8 19,8 19,8 19,9 19,2 18,7 18,7 18,2 18,8 - -

19,4 18,5
-12 11,2 14,5 16,7 18,2 19,2 20,4 20,3 20,6 21,8 17,9 17,8 17,5 17,9 - -

18,8 17,7
-6 11,7 15,2 17,4 18,8 20,0 21,2 21,2 21,3 22,6 23,6 17,8 17,5 18,0 - -

18,0 18,3
0 11,8 15,2 17,4 18,7 19,9 -21,0 20,9 21,3 22,4 23,5 23,7 18,1 18,5 - -

19,2 19,1
6 11,9 15,2 17,4 18,7 19,9 21,0 20,9 21,3 22,3 23,4 23,7 24,0 19,5 - -

19,9 20,1
12 12,0 15,4 17,7 19,0 20,3 21,5 21,4 21,8 22,8 24,0 24,2 24,6 25,3 20,7

18 11,7 15,1 17,4 18,7 -20,6 21,2 21,2 21,5 22,7 23,8 24,0 24,2 24,8 24,8 - -
24 11,2 14,2 16,4 17,4 18,7 19,9 19,9 20,2 21,4 22,6 22,8 23,1 23,7 23,8123,0 -
30 11,0 13,9 16,3 17,2 18,4 19,4 19,5 19,9 21,1 22,3 22,4 22,7 23,3 23,4122,8 22,6

* Commas in the numbers indicate decimal points.

system: cq (0,) - const, p2 (0,) , cos aOk, (p3 (Oh) - cos 2 aOhI. This convergence

is observed to an even greater degree f6r a narrow range of angles

Ok  in the region of the nadir, where the brightness fields are

more homogeneous. The close relationship between empirical

orthogonal vectors and the trigonometric functions is a criterion

of the degree of uniformity of the random fields (for uniform

fields the eigenfunctions must coincide exactly with the
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C 7h The Use of Structural Characteristics /156

The characteristics of the vertical, angular, and spectral

structure of radiation fields can be used directly in solving a

number of problems associated with the use of satellites for

meteorology. An example of this type of problem is the optimal

extrapolation of the intensity or flux of outgoing radiation,

* This question will be considered in greater detail in § 5 of
Chapter 5.
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measured for fixed heights or angles, to other levels or direc-

tions. This problem arises during radiation measurements from

satellites, when in fact we know only the intensity of the

ascending radiation at the level of the top boundary of the

atmosphere in a given direction 6, and also the average distri-

bution of the intensity of ascending radiation I,(0) (for self-

radiation, this can be calculated from the statistical character-

istics of the fields T( )and q( ), and for reflected solar radiation

it can be calculated from the characteristics d(z)). Therefore,

at the top boundary of the atmosphere, the deviation I,(0) from

its mean value will also be known.

By using the correlation matrix Kji( ,'; 0), for example, for

the Earth's self-radiation, we can extrapolate I,(O,0)/ in optimum /157

manner to other fixed levels using the relation

I" (, o) = c, ( , o) 1, (0, o).

The coefficient c,(5,0), determined from the condition that the

functional

62' Ic(, 6)] = [I'(, 0) -cQ, 0) ( O, 0)12, / (4.80)

should be a minimum has the form

K, ) (, 0; 0) (4.81)

The relative errors in the optimum extrapolation e(t, O)=6(t, o)/

[Kn( , ; 0)]W' can be expressed in terms of the correlation coeffi-

cientsl rIIn(G,0;0):j

s ( , 0) = 11 - r2 ( , 0; 0).

The correlation moments required to perform optimum extrapolation

of Equation (4.80), are given in § 2.
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Using the joint correlation functions KIT, KIq, KIp0~ we

can best determine the temperature and humidity profiles, as

well as the height of the upper cloud boundary. A statement of

the problem of optimal determination of the temperature field

from radiation measurements of Earth's self-radiation in the

spectral ranges 8 - 30 and 8 - 12 pm, obtained on the Tiros II

satellite, was given in [3.5]. However, the joint correlation

functions KiI(p)i constructed for this purpose for the horizontal

coordinate p have shown that, even for the spectral region 8 - 12

um, the coefficients of correlation between the measured radiative

fluxes I and atmospheric temperatures at various levels, but

for the same points on the Earth (p = 0), do not exceed 0.5 in

absolute value. The authors of [3.5] explain this very weak

correlation by errors in the taking of the satellite data and

the effect of clouds. Without eliminating the possible effect of

these factors, we note that the low correlation coefficient

riI(O, k) obtained in [3.5] is in agreement with the low theoretical

values of rlT (see Figure 4.1). An interesting feature is the

agreement of the negative correlation between Earth radiation in

the transparent window and the temperature of the upper layers

of the troposphere.

It is probably because of the weak correlation of r l,

which moreover, decreases with p, that the authors of [3.5] did

not give examples of optimum determination of T from I. In [13]

is given a more optimistic assessment of the possible optimum

determination of temperature of underlying surface and moisture

content from the outgoing Earth radiation. In our view, the

solution of this problem should be considered only as an auxiliary

means of extrapolating the solution of exact inverse problems in

determining the vertical profiles from measurements of emission

spectra in the vicinity of the region of measurement,
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Another more dependable problem of optimum extrapolation is

determination of the intensity of Earth self-radiation for various

directions e' from measurements of Iv(0, ) in the direction ,0

For this purpose, the autocorrelation functions for the angular

structure of the radiation field K(1,01 ; 0')' are used.

In other words, the set of autocorrelation characteristics

for the vertical, angular, and spectral structure can be used

for best determination of the Earth self-radiation field with

height, direction, and wavelength. In particular, the vertical

and angular extrapolation of the intensity of integrated radi-

ation, measured, for example, on the satellites Tiros, Meteor,

and Nimbus [14 - 16], make possible optimum determination of the

flux of ascending radiation Ft( ) . Using the structural charac- /158

teristics of the incident radiative flux PF and the joint corre-

lations between Ftland Fl(see, e.g., [7, 8]), one can also deter-

mine variations in the flux of long-wave radiation.

Similarly, one can perform optimum extrapolation of the

intensity of reflected solar radiation, measured on satellites,

using the statistical characteristics for the vertical, angular,

and spectral structure of the field of short-wave Earth radiation.

This procedure allows us, for example, to perform the optimum

calculation for the variations of intensity I'(0), using the

method of deriving fluxes of outgoing short-wave radiation from

direct satellite measurements of integrated brightness in direc-

tion, as suggested in the work of Shifran and Kolomiytsev, et al.

[I.20, 17]. Since the statistical characteristics of the angular

structure of the integrated intensity of reflected solar radiation

are not available, one can adopt for this purpose the structural

characteristics of the spectral brightness obtained from measure-

ments on Kjosmos 149 (see § 6). The rather high correlation,

suggested in [2.55] for fluctuations in brightness over a wide
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range of visible and UV spectral regions for all angles 8,

affords some basis for using these characteristics in the integral

case. Then, using the formula

1i(00) = (0) (4.82)

to convert the measured integral brightness I(o) to the spectral

brightness Ix(0 ), at A = 0.74 pm and thus determining the closest

angular profile I(0)1 (e.g., using Figure 4.9), we use the latter

for the inverse calculation of the mean profile of I(00)!,

according to Equation (4.82). Then, determining the deviation

of the brightness I(o) = I (o) - I(00),we can apply the method of

optimal extrapolation to find I (0) = (0) + c(0) I'(00) for any 0. Herel

the coefficient c(S) is calculated from the relation

Kc (T'; 0, 0o) (4.83)
K,, (z'; O0, Oo)

and the correlation moments in Equation (4.83) are taken for

A = 0.74 pm from Table 4.5 for the respective type of angular

profile determined by the mean profile Iv(0). Examples of

optimum extrapolation of I~(0): profiles from Ix(0) , given in /159

Figure 4.13, are evidence that it is possible to determine a

certain sample of the angular distribution of integral brightness

from measurement of I only at a single angle. Here it should be

noted that, because of the single-valued dependence of the type

of angular profile on the brightness coefficient at the nadir

(see Figure 4.12), an error may be made in choosing the type of

mean curve for I(0)! . However, this error will be small, since

all types of angular profile in these cases differ very little

from the neutral case as can be seen from Figure 4,13. Therefore,

when the measured brightness I(Oo) corresponds to a mean value of

the brightness coefficient, it is expedient to use the hypothesis

that the brightness of the object under examination is independent

of S.
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Figure 4.13. Comparison of angular profiles of brightness 10.74(0)

1- satellite measurements; 2- determined by the method of
optimum extrapolation

The structural characteristics of the radiation field can

be used also in problems of atmospheric thermodynamics, for

which it is important to calculate the heat flux due to radiation.

We first evaluate the order of magnitude of random fluctu-

ations of the flux of long-wave radiation in the special cases

8 = n/2 and = . For = n/2 the structural characteristics

of the radiation field take a very simple form, since all the

integral terms in Equations (4.21) - (4.24) go to zero, and

P (1.1) 1.'thenj I' ( , n/2) B [T (t)];

KIT h, aBJT()1 KTT

KI1 f(B [ T { KTT(C, C').

Similar expressions are obtained for = 1. In other words, It

and KII are expressed only in terms of the structural charac-

teristics of temperature. This conclusion is not at all surpris-

ing, since for 0= n/2 1 a plane atmospheric layer radiates as a
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blackbody lat the temperature of the point at which the radiation

is being measured, while for C = 1, the fluctuations in radiation

are determined only by the flutuations of T' of the ground surface.

Also, the correlation function KFF at the Earth is proportional

to KTT , and the coefficient of proportionality is [OB(T)/OTE2.

Since for ground temperatures B/T;,0.02 B, the ratio of the mean

square deviation FF JKFFto t~l is 0.02 UTT* This means that, for

the usual values aTT = 5 - 7, the mean square deviation 6FF is

10 - 15% of the value of P, i.e., it is of the same order as the

components of heat balance determined by fluctuations of the

dynamic parameters. Therefore, to determine the relationship

between variations of the thermodynamic parameters and the fluxes

of radiative heat, one must use the statistical characteristics

describing variations in the radiative fluxes. For example, the

connection between variations of the vertical and angular profiles

of atmospheric self-radiation with variations in the vertical

profiles of temperature T'()) and humidity q'( )i can be studied by

the method of optimum approximation, using expansions of the

random functions T' () and q' ():

k=1

n

q'(5) q = k q,2Pk G( ) (14.85)

from the corresponding empirical orthogonal functions ypk()!and

*h () of the temperature and humidity fields (see § 2 and § 3 of

Chapter 3).
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By substituting Equations (4.84) and (4.85) into the

expressions for I' or F', e.g., into Equation (4.32), and carry-

ing out elementary transformations, we obtain

i'( 0, e)= [tko (t, 0) + q '( , 0)1]. (4,.86)
.k=1

Here /160

aB [T ()'; ao- OB [r (t) aP (' t; 0)dt;a
)k (G 0) J,r qPk (M) / (t O dt;

( , o) = f , )- B I (t)] GP <, t, o)q(t) at dt

are universal functions depending on the mean temperature and

humidity profiles. Expressions of type (4.86), describing fluxes,

can be used for simultaneous solution of the transfer equations

for fluctuations of heat, moisture, and radiation. Here, we

stress the importance of investigating conditions and space

characteristics for change in correlations.between fluctuations

of radiative and atmospheric parameters.

Finally, the relations between the statistical characteris-

tics of the radiative and atmospheric parameters, considered as

integral equations for the correlation functions of these param-

eters, can be used to determine the correlation functions from

the statistical characteristics of the angular or spectral

structure of the radiation fields. The solution of these prob-

lems, which are inverse problems, is the topic of optical probing

of the atmosphere in the general sense. We address ourselves to

this question in Part 2 of this book.
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CHAPTER 5

SPATIAL STRUCTURE OF THE RADIATION FIELD

§ 1. Statement of the Problem

As has been mentioned, the Earth's radiation field is /161

extremely inhomogeneous in the horizontal directions, due to the

spatial and temporal changes in the physical parameters of the

atmosphere, the underlying surface, and the clouds. The radi-

ation characteristics in different regions of the spectrum

reflect both the stable or slowly varying components, and also

the random components of the spatial nonuniformity. The first

of these is due to nonuniformities of a geographic nature

(continents, oceans, mountains, etc.) or those of climatic

origin (snow cover, vegetation, etc.). The second component

originates from the processes of different scales in the atmos-

phere, which determine its state and the variation of the

meteorological parameters. Hence, it follows that it is impor-

tant to study the spatial structure of the radiation fields,

which results from these processes, and to establish the .rela-

tionship with the spatial structure of the fields of meteoro-

logical elements and clouds. Taking into account the fact that

these fields are random, in order to find the necessary depen-

dences, one must use statistical methods, both to reduce the

experimental data on radiation and meteorological elements and

also to describe a mechanism for the transformation of radiant

energy in a medium with randomly distributed physical parameters,1

responsible for this transformation.1
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A statement of the problem, as well as the principles for

investigating the spatial structure of the radiation fields,

including those obtained using artificial Earth satellites, is

given in a paper by Malkevich, et al. [1]. The first results of

statistical reduction of specific data of radiation measurements

on the American satellites Tiros II and Tiros III were presented

by Borisenkov, et al. [2, 3], and also by Gandini, et al. [3, 5].

Similar statistical processing was used for data of flight

measurements of radiation above a cloud cover [4], and also data

from microphotometric aerophotography of clouds, obtained on

aircraft [5, 6], space vehicles [7], and satellites [8].

Recently, statistical characteristics were obtained for the

spatial structure of the fields of reflected solar radiation

and the Earth self-radiation from measurements on the satellites

Klosmos 45 [9], Kjosmos 122 [10, 11], Klosmos 149 [12], and Khsmos

243 [13]. In most of these papers, the statistical processing

of the experimental data was conducted on the basis of an a

priori assumption that the radiation fields were homogeneous

and isotropic, for which rigorous methods of mathematical stat-

istics have been developed and the structural characteristics

listed in § 1 of Chapter 3 are obtained comparatively simply.

However, for the actual fields, these assumptions require

justification, since the validity of these statistical charac-

teristics must be verified by calculating them for different

sections of a given random function.

On the other hand, one important problem is to find a /162

method for statistical processing of experimental radiation

fields, which does not require these assumptions. As has been

mentioned in § 1 of Chapter 3, this condition is satisfied by

the method of constructing correlation matrices for sections of

a random two-dimensional field, considered as a set of random

vectors, parametrically dependent on direction. This method,

used to construct statistical characteristics of the reflected
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solar radiation field in [12] from photometric data, obtained

on the satellite Kosmos 149 [2.55], will be examined in the

present chapter.

Alongewith this empirical approach to this study of spatial

structure of radiation fields, we will investigate the possi-

bility of using the mechanism of radiative transfer and the

corresponding equations to obtain the theoretical relations

between the statistical characteristics of the spatial structure

of radiation fields and the characteristics of an optical-

meteorological atmospheric model, in a manner similar to what

was done in the study of the vertical structure of the radiation

field. We will consider a method of establishing the relation

between these structural characteristics on the basis of the

radiative transfer equations in a horizontally nonuniform atmos-

phere and the random distributions of the physical parameters,

described in [14]. We will also consider the causes for the

transformation of structural characteristics, arising both from

natural averaging due to scattering, absorption, and emission

of radiation in the atmsophere, and also from purely instru-

mental effects, associated with the angular or spectral

sensitivity of the measuring instruments.

Where possible, the theoretical results will be compared

with data of appropriate measurements. Here,lattention will be

directed to features of methods of obtaining empirical charac-

teristics of the spatial structure of radiation fields, including

the possibility of using correlation matrices and their eigen-

vectors to determine analogs of the spatial spectra of nonuniform

random fields.
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§ 2. Structure of Self-Radiation Fields

2.1. Basic Relations

The spatial variations of the Earth's self-emission are

determined mainly by the horizontal nonuniformity of the cloudsl

and the underlying surface, which manifests itself in changes of

temperature, as well as horizontal changes of the vertical pro-

files of temperature and of atmospheric temperature and humidity.

In order to establish quantitative relations between the charac-

teristics of the spatial structure of the corresponding fields,

we consider the solution of the transfer equation for long-wave

radiation in the atmosphere under the condition that the tempera-

ture and humidity profiles, as well as the temperature of the

underlying surface and of the top boundary of the clouds, are

distributed randomly in space.

For the case where the physical parameters of the atmosphere

depend only on a single horizontal coordinate, the solution of

the transfer equation (2.28), (2.29) was obtained in § 5 of

Chapter 2. If we assume that the variations of the profiles of

temperature T'( , ) and humidity q'(C,E) are random functions,

then the intensity of the self-radiation I'V (C; ; 0, 4), defined

by Equation (2.47), and its Fourier transform J V(, w; 0, )

(2.46) are also random functions. Therefore, the second moments

KIq(C ,  ; e, i) and KTq(C , ) enter into Equation (2.40) for the

mean profile of the radiation intensity IV(E; 0, 4)), and these require

supplementary relations for their determination. In addition, Equa- /163

tions (2.47) or (2.48) can be used to construct relations for determining

the autocorrelation and joint correlation functions K(5, ~; ~ ,; p,),

KIT, ; i, I: 0, )) .and K1q (, 0, , *); 0, g) in terms of the corresponding

characteristics of the spatial structure of the temperature and

humidity fields for fixed values of 0 and 4. Similarly, we can
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calculate the random variations in the top boundary of the clouds

P0' the temperature T(p 0 ), and the humidity q(p 0 ) at this boundary.

Relations like these were obtained in [14]. We present

results of that paper with some improvements and additions. By

multiplying 12 (g, ; 0, J, by 1' (g, i; 0, V)j and averaging for all points

of a chosen region of the radiation field, from Equation (2.48)

we obtain the following relation between K and the correlation

functions KTT, KqT , and Kqq:

1, ) (1)- aB, [T(u)]
x P (, 1; ) BT ) B T X

I, (u , ) - B, [ (u)]
x KTT [(, , 1); (, ji, )1 - )

q (u)

xKr, [p (5, - 1); p ( U1, 1, ) du -

aB [T (1)1 ai 1 , (t)]

(5.1)
, (t. ) 1 (1, , 1t)jt (

8P (~, t; 0) t -- aB, [ (t) aB I (u)]

It 1

I [ (t, )-B [ (t)] 1,(u, O)- B, [ (u)]-
q (t) q (u) X

1 P , (, t, e)aP, (, u; 0)dtl
xK ,[(, , t); (j, , )j at u dtdu

By multiplying (, ; 0, j)/by T'(,, h)/ or q(1,; h/, we obtain

similar expressions for KIT and KIq
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K TT (, v'KIT (51 c ; , t); a, ii :5 )
- aB, IT (01 0).- B, T (t)

KTT ( t); (t)

(, dt;

6* /164

i an [ ( ] ATqUI(', , 1); 6i, ~ P9({, 1; 0)--.

S oT()(5.3)

K (t, 0)qq (, , t); T, (]} x

q (t)

or& , ( , t, o)

The following notation is used in Equations (5.1) - (5-3):

T(1)= To; (t ,t)= -atgOcos in (5-4)

and P,(t, 0)/is the transmission function (2.9). The reason for

the complicated form of the arguments in Equation (5.4) is the

same as for the form of the dependence of the deviations of

intensity IJ for inclined directions of the observer (see § 5 of

Chapter 2).

Thus, if we know the correlation functions KTT , Kqq, and

KqT describing the spatial structure of the fields of temperature

and specific humidity in the atmosphere (see § 7 of Chapter 3),

then Equations (5.1) - (5.3) allow us to determine the charac-

teristics of the spatial structure of the radiation field, and

also to refine the value of ) in Equation (2.40).
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It is easy to see that the behavior of the correlation

functions KII , KIT, and KIq with change in their arguments and

parameters will be the same as that of the random function I'/

considered in § 5 of Chapter 2. In particular, for 0 = 0,

they will be determined completely by the values of the corre-

lation functions of temperature and humidity at the points (t,t)/

and (0, E, and also by the nature of the transformation of these

functions because of absorption and emission of the atmosphere

at frequency v. However, for 0 X 0, KII, KIT, and Klq depend

also on the values of the correlation functions KTT, Kqq and

KqT at all points lying on the straight lines E - atg0 cos V In (t/~).

For some of these points close to (C,0 , the values of T' and q'

will be closely correlated, at least within the field of given

meteorological elements. Hence, it follows that even if T' and

q' are not correlated at the points ( , )/ and (,, )j] , the

correlation between the values of ,1/ at these points will be

appreciable (in contrast with the local parameters T' and q',

the intensity of radiation I,/ is an integral characteristic).

This derivation is important when we investigate the spatial

structure of the radiation field and its dependence on the

structure of the fields of the meteorological elements, especially

because in practice all instruments measuring radiation have a

finite aperture and are sensitive to radiation arriving at the

instrument from quite a large solid angle.

By way of illustration, we consider the statistical charac-

teristics of radiative fluxes at frequency v (we drop the

subscript v):

F.(. = 5 I( ; , (5)xn()sin0dOdp, . (55)
o0
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obtained by means of an instrument pointed to the nadir, with

angular sensitivity x,(0)/given by the formula

x,(0)=cosn0 0 e<00 ; n=0,, 2,...) (5.6)

The special cases n = 0 and n = 1 correspond to instruments /165

rather frequently used in practice, with spherical and plane

detecting surfaces, with an angle of view of f.

For simplicity, we assume that variations of humidity can

be neglected, i.e., Qo(, )-q in Equation (2.45). Then it is

not difficult to determine the Fourier transform for F,( , E) :

Q (5 0) = F (5 E)e'dE. (5.7)

In fact, by substituting Equation (5.5) into Equation (5.7),

changing the order of integration, and taking account of Equation

(2.46), we have the result, for a(5,-o) 01 , that

On C I (1 ,) exp ia tg 6 cos9 In exp[--(r, 1, 6]-

0 0

B [T (t)] t(5.8)
- aT p (t, o) exp lia tg cos ln- (5.8)

x exp [- T (, t, 0] dt x,(0) sin OdOd.

Using Equation (2.52) to carry out integration over the hemi-

sphere, we obtain the final expression:

(, ) (, 2) = 2 a B , [T(I)]

I (, c) - o(11C) T.+ 2  w, t)5q (t) dt, .oa In- -

82a P (t, (0) I 2

X[wok,,(t)q(ti)dtl, coaln ]dt ( O>0, n 0, 1, 2,...)

280



Here

Tm (u, V) = eS JO (V s- 1)d  (m = 12, .)-

is the generalized exponential integral function of two

variables u and v (see § 7 of Chapter 1); J 0 is a Bessel func-

tion; and /oaut is a partial derivative with respect to u.

Expressions of the type (5.9) can also be obtained by not

neglecting the function o!i,w),/ in Equation (2.45), but assuming

that ,(,_O)1 depends weakly on 6, and replacing TI by its value

averaged for all directions.

2.2. Homogeneous and Isotropic Fields

So far we have made no assumptions as to the nature of the

random radiation fields. However, in practice, it is quite

laborious to calculate four-dimensional correlation functions

(5.1) - (5.3), even for fixed directions of observation, all the

more so because at present we have no reliable statistical

characteristics for the spatial structure of the temperature

and humidity fields under inhomogeneous and nonisotropic condi-

tions. The same thing is true also of the calculation of the

spectral density via the Fourier transforms of the random func-

tions Jv( , o;0,V) or .((, . The relations for the structural

characteristics are appreciably simplified if we assume that T' /166

and q' are homogeneous random functions, independent of r. Then,

as is known (see, e.g., [15]):

1 i) ( I=sr( ); G (W)1= Sa (0)),

where ST and Sq are the spectral densities of T' and q'.
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We note that, because the functions T' and q' are homogeneous,

it does not follow, generally speaking, that the random functions

!I or F' are homogeneous. However, in some cases (these will be

discussed below), one can assume that the latter are also homo-

geneous.

In the light of all these assumptions, from Equation (2.46)

for the random function 'I at fixed ,0) and VI , we obtain

relations between the spectral densities of the random functions

T' and Ii (or T' and Fi ):

S1(, 0; 0, 1P)= J, ( , W; 0, 4)j= ST (w) I A,( , O; 0, V) 12. (5,10)

We call the function

A (, ; , ~)=a [ (1)] -ioatg cos exp [ Wo sec 0 k, (t) q (t) dt] -

aT } exp x (5 11),aB [ .(t) I t iia tg o t , • i a e X1

X L-wo sec S k0 (ti) q (t1 ) dt] idt

the frequency characteristic of the atmospheric transfer function.

Here the atmosphere is regarded as a dynamic system at whose

input there is a random signal T' with spectral density ST() ,

and at whose output there is a transformed signal r4\ with spectral

density S1( , w; 0, ').1

In the relation between ST (o)and SF (n, Co) = I,(,w)I I ,

obtained from Equation (5.9), the frequency characteristic of the

transfer function will have the form

1

F. co - aT .+2 [w (t) q (t) dt, coa In-

SaB, [T(t) a (5.12)
-S T u o k, (ti) q (t) dt, oa In t dt.
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We note that similar expressions can be obtained even in cases

where the atmospheric transmission is described by functions

other than the exponential (other transcendental functions are

then obtained in lieu of T7).

The exponential functions in Equation (5.11) or the function

TIj in Equation (5.12) describe the effect of transformation of

temperature variations by the atmosphere (in the case of Equation

(5.12) it is by an instrument of finite aperture), including

filtering out of small-scale nonuniformities. Using the

properties of the functions ,(u,v), (see § 7 of Chapter 1), it

is not difficult to determine the qualitative nature of this

transformation and filtering. For example, it follows from

Equation (5.12) that, as the first argument of the function

Fn(u,v),increases , i.e., with increase in the absorption coeffi-

cient k , or of concentration of absorbing material q()l(other

conditions remaining unchanged), the amplitude of the dispersion

of the random variations F' will be reduced.

An increase in the index n of the function F,,, associated /167

with a decrease in the field of view of the instrument, leads to

an increased effect of filtering of small-scale irregularities.

The second argument v of the function p,(u,v),describes the effect

of ratios of the geometric scales of irregularities and of the

height of the observer C on the transformation of the frequency

spectrum of the temperature field.

We give some examples to illustrate the effect of different

parameters of the atmosphere and the instrument on the frequency

characteristic of the transfer function. To this end, we perform

the calculation for the limiting simple case where the temperature

variations T' at the points E separated by a distance r are very

weakly correlated, i.e., the correlation function KTT(r) degen-

erates to the delta function 6(r) , and the spectral density
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Figure 5.1. Correlation functions KFF(r) and spectral densities

SF(w) for wide-angle instruments.

I- a In (1/C) = 10; II- a in (1/C) = 1; 1- m = 0; 2- m = 2

degenerates to the "white noise" ST - const. Figure 5.1 shows

the transformation of a correlation function of type KT (r)= 6(r)

(a), and of the corresponding spectral density ST(I (solid lines)

of the temperature field due to the instrument function of wide-

angle radiometers (b). The calculations of SF and EFFwere made

using Equations (5.16) and (5.17) for m = 0 and m = 2 (curves 1

and 2 respectively) for values of the parameters aln(l/ )= 11

(broken lines) and aln(I/ )= 10 (broken lines with points).

We shall also consider the atmosphere to be an absolutely

transparent medium (k 0) . Then

A, (, co; O, a) IT ()1 -i.oa tg cos ; (5 13)

' ', -= (5.14)

It follows from Equations (5.13) and (5.14) that the variations

in the intensity of radiation I',; in a given direction (O, ) remain
"white noise" with a certain changed amplitude, while F'n will

have an appreciable different nature. In fact, taking into account
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the property of the functions 'F,(u, v) (see § 7 of Chapter 1):

n+1l
2

Y'n+2 (0, v) = K, (u),

where Kn.+1~,(v)) is a MacDonald function, we can obtain the rather

simple expressions for Am):\even for n = 2m:

(2m) 2 (T)] YB a T (2. + k)! \m-k (5. 15)
A 2; t (2m- ) k! (m-- k)! 2o • ,I

which allow us to determine the correlation function in analytical /168

form. In particular, for m = 0, 1, and 2, from Equation (5.15)

we obtain:

S ( , 8) = 2ST , (1)] 2a2.

s) ( 7, )= ST 8,1 (1)1 S i+a in i ; (5,16)

s5)(, W)= = S r [~ (I") 2 .J +o a in.*+- oj I

The corresponding correlation functions

+00

K j") (r) = S )(, o) e- dco

will have the form

KI (c,r) = 4ST tBv [ (IH2 2a 1n

S2a in 1 r

Kr (T, r)= 16 ST { (a 'L ( j51
8' " [(2a li 1)2 r2]
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The normalized functions f,, ( , r) = KFF (, r) /KF(, 0); SF(, o) =

=S( , w)/SF( ,0)1for m = 0 and 1 are shown in Figure 5.1. It is

easy to see that, as a result of averaging over directions for a

spherical detector (m = 0), the radiation characteristics will

be correlated at quite a large distance r, in spite of the

absence of temperature correlation. The correlation radius R0

defined from the condition

Ro = 25 R(, r) dr, (5,18)

depends on the parameters a and r. For C = 1 or a = 0, it

follows from Equations (5.17) and (5.18) that RO = 0, but the

radius of correlation increases with decrease of 5 or increase

of a. In fact, for a spherical detector we have Ro=2=aln1(1/ ijj.

For example, for a = 1 (L = H ~ 8 km) and in(1/1)= 10 (the height of

the top boundaries of the atmosphere is 80 km), RO = 63, which

corresponds in absolute units to the value -500 km. Taking into

account the fact that the parameter a In (1/C) = z/L, the radius

of correlation in this case is proportional to the ratio between

the height and the scale of the horizontal nonuniformity.

In the case of odd n, the function K(,,,1),(v) will not have as

simple a form as Equation (5.15). For example, for n = 1, which

corresponds to the structure of the radiative fluxes obtained by

means of a wide-angle plane detector:

aB, [T (1)] 1

Using tables for the MacDonald function K1 , we can construct the

frequency function AS, and the corresponding correlation function

K )F ( ,r), and distortion in the structure of the radiation fieldsl

will be significant as before, although less than in the case of

a spherical detector.
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With further increase in n, i.e., with decrease of the field

of view of the instrument, the spectral density will approximate

to a constant, the correlation function to a 6-function, while

the radius of correlation R 0 + 0.

We note, however, that for the very small angles of view of /169

the measuring instruments frequently used in practice, the appro-

ximation for the angular sensitivity x,(6) by Equation (5.6) is

inappropriate, since for large n, expressions of type (5.15)

become extremely cumbersome. Examples of specific narrow-angle

radiometers, for example the instrument for measuring the Earth's

self-radiation in the transparent window, used on the satellite

Klosmos 149 [161, show that the angular sensitivity %(0)ican be

approximated by the exponential functioni

x () = e-.o (5.19)

with very large values of the exponent x, (in the case of the

radiometer of [16]xo = 251rad-1).

Substituting Equation (5.19) in place of x,(6) in Equation

(5.8), and integrating with respect to the azimuth 4, we obtain:*

Do (c, o) = 2n , [ l()] p (1, C) Jo (coa tg 0 la
0

1

x exp [- w sec O k, (1) q (t) dt] e-xoo cos 0 sia dO.-
(5,20)

1 2

2 , B T (t)] p(t, o) J ( a tg o In ) e-xoo
0

x cos Osin 0 d {exp [-- w sec 0 k. (t) q (t,) dt,}] dO.

* Here we have in mind that the optical axis of the instrument is

oriented along the local vertical.
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It is easy to see that for large values of xoj the integrals of

the type

G (u, v) = Jo (v tg 6) e-4sec e-oO cos 8 sinO dO (5.21)
0

practically do not change their values, if we put sec 0 ; cos-,l; 1

tg09 :sin0 i. In fact, for sufficiently large values of 6 like

these, for which the last approximation involves large errors,

the integrand in Equation (5.21) simply becomes very small because

of the rapid decrease in the function e-xoo . In this case we have,

to a high degree of accuracy,

G (u, v) = e-  Jo (ve) e-o0eO dO = e 15,22)

Therefore,

xaB, (1) X exp [- wo k, (t) q (t) dt]
S(o, co) = 2h p (1, co) -

x 2 a In 2
r (5.23)

- 2 aB, p(t)] (t, co)
+ x (wa In

For a homogeneous random temperature field, the frequency charac- /170

teristic of the transfer function for the atmosphere plus narrow-

angle instrument system, Equation (5.19) will take the following

form:

- BB [( %)] xoxp -wo kv (t) q (t) dt

SIn coan-

a1 xo - exp [-wok v(t )q(t)dtl] dt (5.24)
aB, [  (t)] t _
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,d ;, wr .j If, 'as before, we consider the

- l a a b atmosphere to be transparent

S---f (k, -0)/, then

k \ a ( \ \,

1. It + co -in 1 TP
Sw, km describes, to within a constant

Figure 5.2. Correlation func- factor, the transformation of the

tions RFF(r) and spectral spectral density of the tempera-

densities S~() for narrow- ture field due to spatial averaging,

angle instruments: caused by the angular sensitivity

I-a ln (1/) 1=  ; II- of the radiometer. It is not

a ln (i/) 1= 0; 1- KO = 5; difficult to see from Equation
2- Ko = 25 (5.25) that a narrow-angle

instrument will distort only the high-frequency component of the

temperature field. From Equation (5.25), we can obtain an

expression for transformation of the correlation function 6(r) ,

due to the angular sensitivity of the radiometer. In fact, for

the transformed correlation function we have

KY exo p o r zor 1 %or 2
S°(r) = 64a In (i/) exp- a In (1/) I a In (i/ ) 3 a n (1/) 1 (5.26)

Examples of normalized functions So(o) and f (r) , calculated from

Equations (5.25) and (5.26) for the radiometer used on the Kosmos

14 9 satellite, are shown in Figure 5.2.* The radius of correla-

tion, calculated from Equation (5.26), is related to the param-

eters '*ol and In(1/ )i by the expression

* The figure shows a transformation similar to that of Figure
5.1, for a narrow-angle instrument with equipment function (5.19):

FF(r)(4 and SF,(o)(b). The calculations were made using Equations

(5.25) and (5.26) for Ko = 5 and 25 rad -1 (curves 1 and 2,
respectively) for aln(I/ ) 1(broken line) and a lnN(i/) = io0(broken line
with point).

289



Thus, the expressions obtained enable us, comparatively /171

simply, to evaluate the structural characteristics of the

temperature field, as smoothed due to geometrical averaging,

However, as Equations (5.12) or (5.24) indicate, it is not

difficult to take into account variations in atmospheric emission,

although we will not obtain simple analytical expressions as yet,

apart perhaps, from the atmospheric transparent window. In the

latter case, geometric smoothing will play the main part.

Therefore, we can use equations of type (5.25) in transferring

from the spectral density SF(C),jobtained directly from measure-

ments of the radiative flux, to the spectral density Sr(Io)lof the

temperature field, undistorted by the instrument function

ST ()= s, ( , o)

and thereby improve the ST (o) spectrum in the large w region.

The distortion of the characteristics of the spatial struc-

ture of radiation fields due to the equipment function of a

narrow-angle instrument will increase if there is deviation of

the optical axis of the instrument from the vertical. A method

of calculating these distortions relative to variations in the

albedo of the underlying surface was considered by Drobyshevich

[17]. Naturally, the problem reduces to solving a two-dimensional

Fredholm equation of the first kind, i.e., it is incorrect.

Using the fact that the kernal of an equation of the type (5.19)

is close to singular, the author of [17] reduced this equation

to a differential equation for a one-dimensional formfor\which

encouraging numerical experiments were made in [17] to establish

the variations in albedo from smoothed functions with random
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errors superimposed. This method can also be applied to

determine the structural characteristics of the fields of Earth

self-radiation and of reflected solar radiation, from the numer-

ous experimental data obtained by means of Kpsmos 149 and

K smos 243 [131].

The above assumption regarding the homogeneity of random

fields, which is the basis for relations of type (5,10) - (5.12),

is justified best when one considers a region of relative trans-

parency of the atmosphere under stratified cloud conditions. In

this case, the variations of the radiation field are determined

mainly by the emission of the upper boundary of the clouds whose

temperature can be regarded as homogeneous and isotropic random

function. Therefore, we must consider the question of the

dependence of the structure of the cloud long-wave radiation

cloud field.

2.3. Calculation of Cloud Structure

Variations in the Earth's radiation field, associated with

changes of clouds, canjbe expressed, for long-wave rAdiation, in

terms of variations of the upper boundary of the clouds po0 the

temperature T(p 0), and the humidity q 0 = q(P 0 ) at the level of

this boundary.

To obtain relations between variations of these parameters

and the radiative intensity, we assume that

Po () = Po + Po (), Po) = 0;

qo ( )= o + (), q () = , 5.27)
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where the bar indicates averaging throughout the whole range of

5 considered. Hence,

0 - = . " C5 28)
o = qo wO () = poQo () + oP () + PO () qo ().

We shall also assume that the vertical profile of the specific /172

humidity q(5, )/qo( )|does not depend on (this assumption has no

basis in principle and is only made to simplify the calculations).

By substituting Equations (5.27) and (5.28) into (2.28) and the

boundary condition (2.30), and separating out the characteristics

which describe the average radiation regime and the random vari-

ations in the radiative intensity, we obtain, as was done above,

relations to determine the statistical characteristics of the

horizontal structure of the radiation field in the case of clouds.

For example, for ascending radiation of frequency v, we have the

following expressions:

a) for spatial averaging of the radiative intensity

,(, , [ )=B8)] exp -secO 5o+ ' k,(t) q(t)dt]

_ .( , [q) () (t, , o ), ,-

Sgowo + qopo

OB [T (t)] , o ( ,
-- " (lT . )To(t, O) --- P (,t .a (5,29)

2 ep 9- see2 (1) t,] dt;
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b) for the Fourier transform

J (" , Co; 8, p)= p (1, C o)) - exp- Fv- secO k,(t) q (t) dt] -

' , ITB [T (t)] I, (t, ) - B, [T (t)]

8 p (t, o) (5 ,30)

x [Io (1, 0) + qoPo(1, co)(

x exp - Dse 0 k, (t1) q(t1) dt,

where

po (1, o)= p (I.) e~c d;

x = imca tg 0 cos i;

c) for deviation of the intensity from the mean value

x a- see ] k, (t 1) (t,) dt, dt;

If these radiation characteristics are averaged over a /173

certain range, we can use the transmission function (2.9) to

calculate them.

The quantities polj; ql; PoT'; qoT' and poMq appear in Equation

(5.29). The first two are unknowns, but the rest can be obtained

by processing results of measurements of p 0 ' q 0, q(), and T(r).

Neglecting these quantities in Equation (5.29), we can obtain a

first approximation for I,(, 0)1 and by using this in conjunction
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with Equation (5.31) we can determine Ij . It is then not diffi-

cult to obtain an expression forkr(i,; 51,01;0,i), similar to Equation

(5.2), the only difference being that now KII is expressed in

terms of the autocorrelation and joint correlation moments between

the level of the top boundary of the cloud and the atmospheric

temperature or humidity K,,,p,i ,,K0q, KoT, Kqqo, KqoT, KTT. By multiplying

Equation (5.31) by Po( ), qo( ),T'(t j) and averaging with respect to

5, we obtain expressions for the joint correlation functions

KP0r, Kqorl and K T, analogous to Equations (5.2) and (5,3). However,

as was remarked in Chapter 3, there is as yet no information on

the characteristics of the spatial structure of clouds, nor on

the temperature and humidity fields above clouds. Therefore, we

shall not consider in detail here the behavior of the structural

characteristics of the radiation field above clouds, since under

these simplifications, which were made in Section 2,2, the fre-

quency characteristic of the transfer function of the atmosphere-

instrument system in the "cloud" case will take the same form as

in the "cloud-free" case. As regards calculation of correlation

functions for actual fields of cloud and meteorological elements,

during calculation of atmospheric absorption and emission, and

also for arbitrary angular sensitivities of radiometers, these

calculations are as yet cumbersome, although they can certainly

be performed using contemporary computers,

§ 3. Structure of the Reflected Solar Radiation Field

The spatial structure of the field of reflected solar radi-

ation is determined mainly by the horizontal nonuniformity of

the underlying surface and the cloud cover.

Considering the complexity of the transfer process for solar

radiation in clouds, it is desirable (at least in the first

phase of the solution of this problem) to consider clouds as a
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reflecting surface with a given brightness coefficient or albedo.

The characteristics of the reflectance of clouds or of the under-

lying surface, being random functions of the horizontal coordinates,

allow us to describe the spatial structure of the cloud fields or

of natural surfaces. Therefore, we must consider the problem of

the relationship between the structural characteristics of the

albedo of reflecting surfaces and the intensity or flux of reflected

solar radiation, by assuming that the atmosphere above the sur-

faces is horizontally uniform.* By using the relations thus

established and, having determined the intensities of radiation

from measurements, regarded as random functions of the horizontal

coordinates, the statistical characteristics of the spatial struc-

ture of the radiation field, we can find similar characteristics

for the albedo of the underlying surface or the clouds and thus

describe the spatial structure of these objects.

For simplicity, we consider the case when the albedo is a

random function of only a single horizontal coordinate and that

the atmopshere scatters isotropically. Then we can use the /174

results from the solution of the two-dimensional radiative trans-

fer equation, obtained in § 7 of Chapter 1, with some slight

transformations.

We base our study on the system of equations in boundary

conditions (1.52) - (1.55) for the two-dimensional case (0/i &O)i,

and set

I(, ; 0, 0) = (r ; , ) I' (', ; 0, (5.32)

* This assumption was made only to simplify the problem. A
calculation of the horizontal nonuniformity of the atmosphere is
associated with the three-dimensional variations of the scattering
coefficient or index, and also the concentration of moisture,
and does not present difficulties in principle, but there are no
appropriate empirical data as yet.
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A() = +J A' ( ); (5.33)

G ( U, ) = C (r) + G' (T, (), (5. 3 4)

where the bar denotes averaging over some range of 5, and the

primes denote deviation from the mean intensity, By substituting

Equations (5.31) - (5.34) into Equations (1.52) - (1.55) and

separating the equations for I and I ' , we obtain

Scos 0- = G ()- I (; , 4); (5.35)

- cos g= G( )-I (t; 0, ); (5.36)

() = --- exp [- ('* - )sec j- .- [.T (; 0, p) -- (. ; 0, p)l d ; 5 37)
(5.37)

J' (0 0, , ) = t[nSe se cos ( +

+ [I'(0, 0, ) )+A' () I. (0, ; 0, 4)lcos do; (5.38)

I (-*; , 0)= 0. (5 39)

If, in Equation (5.38), we neglect the correlation moment KAI =1

=: A' () I'"(0, I; , , then, to determine I and , we obtain relations

which coincide completely with Equations (4.64) - (4,67) for

the mean albedo A.
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To determine I' and G', we obtain the following system of

equations (neglecting second order moments, as before):

al' sin sin (5. 0)

_cos aT + sinsinaG' (t, ) - IG' (", 0; O, ); (5. 4")

I + sin ) i
- cos E ' ( ) ' (T) (P; ) (5.41)

G' (T, +) = [I (-, (; 0, ) +!?T (, E; 0, p)] dw; (5,42)

' ((0, ; , ) = - [Se--- c cos + (0, 0) cos do(543)

(5.44)

+ I (0, ; 6, V) cos 0 dw;

I' (0*, g; O 4) - O. (5,44)

Further, we write the system of equations (5.40) - (5.44) for

the Fourier transforms:

+00

J (, k; 6, 4)= I' ( , p; , ) el d ; g (T, k)= G ( , 5) ia dg;
S- (5.45)

C J l Ji I - ik sin 0 sin g(-cos -- J - - a( ) . g ( ' k ) ;

-cos 1 + 1 -iksin asin - =g(, k); (.5,46)
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(547) /175

J' (0, k; 0, Q) 2) [Se-'-sc cos + F .] + (0, k; 0, i) cos 0 d;
(5,48)

Ji (7 *, k; 0, V) = 0. (5,49)

Here, k is the wave number,

F~ = I (0, )cos d o - C5.50)

is the flux of incident radiation (the Earth illumination)

corresponding to the mean value of albedo:

Q (k)= S A'() eik d .

The solution of the system (5.45) - (5.49) has the form:

J (T k; 0, p) = J (k) exp [-T sec 0 - in 1 - )tg Osin

] (5.51)
+sec 0 g (t, k) exp [- (t- t)se0 - tg 0 sin t In~ dt;

0

J (v, k; 0, p) = see 0 g (t, k) exp [- (t - t) seo a t- . sia n *- - dt

where

J) k F 2* , (5
Jo(k) =- (k) + 2 i 2(t. t,-- )g(t, k)dt. (5.52)

0

In the derivation of Equations (5.50) - (5.52), it was

assumed that a(-r) =a 0(T* - )[, i.e., the scattering coefficient

decreases exponentially with height.
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For the transform of the source function, we obtain the

following equation:

g (, k J-)= (553)

k g (t, k) dt.
0

The transcendental functions 'T,(u,.v)were determined in

§ 7 of Chapter 1.

Writing the solution of Equation (5.53) in the form

g (T, k) = c(k) go (r, ki),

we can reduce solution of this problem to determination of the

determinant function go(,k)i from the equation

go ( k) =.-2.- F . - , a-7
S(5.54)

I F0 [n _ t -l , .. .( t ) d t

0-

and the random function c(k) from the relation /176

- F Q (k)
c(k) = ( 5)

1 -- 2 o (t, k) Yz t, k In (
0

Thus, transofrmation of the random variations of the albedo of

the reflecting surface in a scattering atmosphere is described by

the function :go (T,k)j or its integrals, By determining this

function from Equation (5.54), we can find all the remaining

statistical characteristics of the field of reflected solar

radiation, by using the inverse transformation
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These characteristics take their simplest form when the albedo

of the reflecting surface is a homogeneous and isotropic random

function. In fact, then we obtain simple relations between the

spherical density of the albedo

SA (k)= jQ(k)l

and the spectral density of the intensity of reflected radiation

Sz (1, k) = J (r, Ck)

or the sOurce function

s, (z, k) = l g (:, ,c) i".

Since it follows from Equations (5,52) and (5.55) that Jo(k)= c(c)(k,

then

SG(r, k) = SA (k) A (r, k), (5.56)

where AG is the directionally-averaged frequency characteristic of

the atmosphere

- F go (Z, k)
AG (Z, k) = .

1 -2 1, go(t, k) Yst, In 5o 2ao t dt (5,57)
0

A similar relation is obtained for the frequency characteristic

of the atmosphere in a given direction (0,i) :

SI exp - T see 0 -- -- tg sinn - -
A I (=, k; 0, ip) =- " + (5.58)

1- 21 go(t, k) (t, k In )dt
a t-t* / i0

+sec 0 g (t, k) exp [- (- t) see 0 tg 0 sin n i
n
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Expressions (5.53), (5.57), and (5.58) allow us to calculate

the frequency characteristics comparatively simply, if we know

the optical parameters of the atmosphere and the mean albedo of

the reflecting surface. This, in turn, allows us to determine

the spectral density of the albedo of the reflecting surface,

i.e., the characteristic of the spatial structure of the latter

(in particular, of the cloud), from the spectral densities of the

intensity of reflected radiation S (k) or of the mean intensity /177

SG(k), obtained by statistical reduction of the experimental data.

As can be seen from Equations (5.52), (5.54), (5.57), and (5.58),

for this purpose we need to know the average value of albedo A

of the section of the Earth in question, the optical thickness of

the atmosphere T*, and the incident radiative flux Fi, 1in this

region.

During measurements of II from satellites, the albedo A can

be found directly from the experiment (we note that the albedo

thus obtained will take into account the reflecting properties of

the Earth atmosphere system and, therefore, will differ somewhat

from the true albedo of the reflecting surface). As regards the

flux FT, and the function g(u, kii, they must be calculated for

the average optical depths of the atmosphere T* in the region of

the spectrum under consideration.*

We have obtained relations which relate the spectral density

of the albedo SA(k) to the corresponding characteristics of the

intensity of reflected radiation S (k) (for an infinitely narrow

field of view) or to the intensity SG(k) averaged over a hemisphere

(an omni-directional detector). Similar relations are obtained

* The value of F cannot be determined for the relative charac-
teristics of the structure of the fields.
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also for instruments with different angular resolution, If we

assume that the angular sensitivity of the measuring instrument

can be described by the formula

x, (0)= cos' O, (5.59)

then the spectral density for the flux of reflected radiation

2 2

F, (, ) = I (-, , , 4) cos" 0 sin 0 d*
0 0

can be represented as follows. Just as for the case of long-wave

radiation (see § 2 of Chapter 5), the Fourier transform it for Fn

has the form:

(r, k) = J (,, k; 0, ) cos' 0 sin 0 dOs d = Jo (k) + 2 X

0 0 (5,60)

X [T, + g (t, k) 'F--r k

Therefore,

AFl F (, kk) - I-, (t, K)L 

s1 - 2 (t, k) ()t, dt
0 L

For n = 1, from Equation (5.61), we find the frequency character-

istic of the atmosphere where the reflected radiation is measured

by a plane detector with an angular field of 2r. Thus, formulas

of type (5.57) or (5.61) describe the distortion in the structure

of the albedo of the reflecting surface arising not only from

the atmosphere, but also from the aperture of the measuring

instrument, oriented in the direction of the local vertical. If

the atmosphere is perfectly transparent(- 0), the frequency

characteristic describes averaging of the structure of the /178

brightness field due only to the instrument. It is not difficult
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to show that, in this case, Equations (5.16) - (5.18), (.5.25)

and (5.26) are applicable, to within a constant factor. In

particular, for angular sensitivity (5.19), from Equation

(5.61) we obtain:

A (k) = F X

/Z+ k " (5.62)

and corresponding formulas for the spectral density SF(k) and

the correlation function K(r).

All the relations obtained above can be generalized compar-

atively simply to two-dimensional random fields, as follows from

Equation (1.93), with the previous assumption that the scattering

index is spherical. For an arbitrary index, the relations

between the statistical characteristics of the spatial structure

of the field of reflected solar radiation and the albedo of the

cloud become considerably complicated. A solution to this

problem was obtained by Drobyshevich [18], who assumed that all

the random fields considered were homogeneous, The basic result

of [181 is that, for a given isotropic field for the cloud

albedo, the calculated brightness field becomes nonisotropic.

The occurrence of local maxima of spectral density for 0 0 1

is attributed by the author of [18] to superposition of the plane

waves which depend on azimuth.

The determination of the statistical characteristics of the

spatial structure of the fields of reflected solar radiation

and of the Earth self-radiation from the structural characteristics

of the albedo or the cloud temperature (using the formulas given

in § 2 and §13) can be performed perfectly using contemporary

computers, even in the most general case. However, the charac-

teristics of the spatial structure of the fields of meteorological

elements required for these calculations are very little documented,
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while the characteristics of the field of the optical parameters

of the atmosphere are practically unknown, mainly because of

difficulty in the corresponding measurements. Therefore, the

inverse problem is important, that of determining the charac-

teristics of the spatial structure of atmospheric parameters,

particularly cloud, from measurements of the radiation charac-

teristics in selected regions of the spectrum, In particular,

for study of the structure of the underlying surface or of cloud,

it is natural to carry out measurements of radiation in the

regions of maximum atmospheric transparency, This allows one to

neglect atmospheric scattering and, in the case of investigation,

of fine-scale structures, to take into account only the effects

of equipmental averaging.

We can also neglect the dependence of the brightness of test

objects on the angle of scattering in this case also, and can

take it into account parametrically. However, when examining

large-scale structure, this factor will play the main role,

since for statistical analysis we must extend brightness fields

(of the order of several thousands of kilometers), along which

the position of the Sun and the direction of the optical axis

both vary markedly. For Lambert-type surfaces, this effect is

accounted for by the factor F in Equations (5,50) or (5,62)

which describe the flux of direct and scattered solar radiation

which irradiates the reflecting surface, For clouds, the depen-

dence of brightness on the scattering angle can be calculated

using model calculations of the angular distribution of bright-

ness for various positions of the Sun (see, e.g., [1,71]).

However, a more reliable method for calculating this dependence

is to use contemporary direct measurements of the angular behavior

of the brightness of all the objects whose structure is being

investigated. A calculation of this kind, for example, was per-

formed using measurements of Earth brightness by means of scanning

telephotometers (see § 5).
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§ 4. Fine-Scale Structure of the Brightness of Cloud Fields

The structure of cloud fields can be studied by the methods /179

described above, by using both photometric data on the brightness

of cloulds or on aerophotography of clouds, and also radiometric

data on the self-radiation of the cloud cover. A set of these

data, which permit quantitative methods of analysis, allow us to

obtain information not only on the spatial structure, but also

on such characteristics as the micro-structure and the temperature

of the clouds. A set of such measurements of radiation, obtained

using aircraft and satellites, allows us to determine the struc,

tural characteristics of irregularities of different scales.

We consider some results of determining the statistical

characteristics of the spatial structure of cloud from photo-

metric and photographic data on the brightness of the Earth and

of cloud formations.

4.1. Analysis of Airborne Photometric Data

Examples of statistical reduction of data from aircraft

measurements of reflected solar radiation, obtained for two types

of cloud (CU5 and SciO), by means of a nonscanning radiometer P

in the wide spectral range 0.3 - 3 Pm (angle of view, 5 degrees)

and a scanning photometer F in the narrow range around 0.5 Pm

(angle of view, 3 degrees) have been considered in [4]. The

basic statistical characteristics of the random fields of reflected

radiation, investigated by means of these instruments, are presented

in Table 5.1. The average brightness I for both types of cloud

proves to be close, from the data of P and F instruments. This

is evidence, first that the mean values cannot be used for iden-

tifying clouds. The dispersion D! or the mean square deviations

a1 for Cu and Sc were found in [4] to differ appreciably, which
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TABLE 5.1. STATISTICAL CHARACTERISTICS OF RANDOM FIELDS

Type of cloud Type of instrument I, cal/cm DI, fcal/cm

min min 1 ]2

Cu 5 radiometer 0.11 0.33-10-2

photometer* 33 256

Sc 10 radiometer 0.12 0.02-10-2

photometer* 34 38

* The values of I and DI for the photometer were obtained in
[4] in relative units.

we attributelto the presence of a large number of gaps in the

cumulus cloud field. However, in averaging the radiation over

the surfaces, which was performed, for example, for the measure-

ments from a satellite by radiometers of not very high spatial

resolution, there is a smoothing out of fine-scale variations

of radiation characteristics. Therefore, the dispersion of

brightness for corresponding scales can be close for both types

of cloud, which has been observed, in particular, in processing

airborne measurementslof the flux of reflected solar radiation

from wide-angle radiometers [4], Therefore, we must examine the

dependence of dispersion on the sizes of nonuniformities of the

cloud field. This information is contained in the autocorrela-

tion functions K I(r) or in the spectra SI(w), of which examples

for both types of cloud are given in Figures 5.3 and 5.4 from

radiometer data, assuming homogeneous cloud fields.

It can be seen from Figure 5.3 that KII(r) differs as /180

regards the radius of correlation R0 , determined from the

condition KII(R 0 ) (RO = 2.5 km for Cu and 6 km for Sc).

Differences also appear when we compare the functions S(w),

which are obtained in [4] by integration of Equation (3,15) of

the approximation to KII(r) by a combination of exponential and

trigonometric functions.
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A2fCa( cal/cm2/min) 2 ..
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Figure 5.3. Correlation functions for brightness variations of
Cu 5 and SC 10 clouds.

The broken line shows the approximation for KI by a combination
of exponential and trigonometric functions]

It is easy to see from Figure 5.4.that the spatial brightness

spectrum for cumulus and stratocumulus clouds contains frequencies

corresponding to the periodic components of the random functions

(the period in a linear scale is -10 km for Cu and -20 km for Sc).

At these frequencies, we find the maximum values of SI(w), and

for cumulus cloud SI is an order of magnitude greater than the

corresponding value for stratocumulus cloud.* In the low frequency

region, the approximation given in [4] does not provide reliable

determination of SI(w). In the higher frequency region, SICw) has

straight-line sections (on a logarithmic scale), which can be

approximated by the relations

SI )-- - (5.63)

(for Cu k0 = 1.95, and for Sc kO = 2.5). We note that the

parameter kO is close to the analogous values obtained in [19]

for the brightness of the sky (for a blue sky kO = 3, for a turbid,

cloud-free sky k0 = 2, and in the case of continuous cloud, k0
1.88).

* There is a misprint in [4]; all the values of S(w) should be
doubled.
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Thus, the less homogeneous

C , is the reflecting or scattering

• -,medium, the smaller is k0, i.e.,

"c ' / the greater is the weight of the

\ high frequency variations in the

o . spectral density. It is desirable

SI to note that the frequency region

SHz for which SI(w) has linear portions

Figure 5.4. Spectral densities is somewhat shifted towards low
SI( .) frequencies, in comparison with

1- Cu 5; 2- Sc 10; the brokenl- Cu 5; 2- Sc 0;) -5/3e broken the similar region for the spec-line shows S(w) -W 5 3

trum of wind-speed fluctuations

[20], fluctuations of temperature [21], and of humidity [22] in

the ground layer of air. As regards the frequency regions,

there is nothing remarkable, since the nonuniformities of cloud

fields are associated with turbulent processes of larger scale.

Similar results of investigations of the structure of clouds,

based on aircraft measurements of brightness, were obtained in

[23].

By using a spectrum analyzer, the authors of [23] obtained /181

empirical spectral densities for several types of cloud (Figure

5.5). Although the reliability of S(w) is low in the high fre-

quency region w > 1 Hz, and in the very low region w % 0,01 Hz

(it is improbable that the instrument described in 123] could

measure brightness variations over a range of four orders of

magnitude with sufficient accuracy), nevertheless the maximum

near w = 0.1 Hz, repeated on all the curves of S(w) for Cu, can

be considered as quite reliable. This maximum corresponds to the

harmonic component of the spatial spectrum with a period of ' - 4 km.j

Sometimes this period also shows up in the spectrum of Sc clouds.1
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Figure 5.5. Spectral densities for variations of cloud brightness,
after [23].

a: 1- Cu 4; 2- Sc 10; 3- Cu 6; 4- Sc 9; b: 1- Cu 7; 2-
Sc 9; 3- Cu 7; c: 1- Cufr 4; 2- Cu 4; 31- Sc 7

The notable differences in the values of the periods obtained

in [4, 23] can arise both from differences in the original

measured data, due, for example, to the measurement technique,
the position of the Sun, etc., and also from errors in the statis-

tical reduction itself. No estimates were made in [4, 23] of the

errors associated with the use of the theory of stationary random

functions to such objects as radiometric sections of cloud bright-

ness of comparatively short extent, The effect of the equipment

function of the instrument is also not excluded.

In order to estimate in some way the reliability of the

results obtained, we compare them with the results of statistical

analysis of the spatial structure of the fields of cloud bright-

ness, obtained by mircophotometry of cloud aerophotographs, The

photometric sections of the photographs provide quite a high

spatial resolution while allowing investigation of the homogeneous

and isotropic features of the corresponding brightness fields.
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4.2. Analysisof Cloud Aerophotographs

We now give some results of determination of characteristics

of spatial structure obtained by Is!tomina [5, 6] from aircraft

photographs, and by Sonechkin [71, from photographs of clouds

from the space vehicles Voskhod and Voskhod 2.

Photometric data from photographs of clouds of types Cu,

Sc, Sc-Ac, and Ac, giving the relative brightness I(r), considered

as a random function of the coordinate r, were used in [5] to

determine the distribution functions for f(I) and the variations

I(r), together with the basic moments: the mean value 1, the /182

dispersion Dr= [I(r)--12P, and also the asymmetry ar= [/c~l and

the excess es =rU/a]-3j, which describes the deviation from the

normal distribution law (13 and P4 are the third and fourth

moments, and a i is the mean square deviation). Examples of the

distribution functions are shown in Figure 5.6, and the parameters

are given in Table 5.2. It is not difficult to see that f(I)

depends strongly on the cloud type. For Cu and Sc, the distri-

bution functions (curves 1 - 3 on Figure 5.6), we have typically

a wide range of brightness variations with maxima in the large

brightness region, although for one type of Cu (curve 1),. .a

bimodal distribution was obtained. For Ac and Sc-Ac (curves

4 - 6), the brightness variations are concentrated in a narrower

range with maxima in the region of small I values. The increase

in dispersion for Cu and Sc is explained quite simply by the

presence of a large number of gaps, for which we have typically

low brightness. The brightness field of Ac and Sc are more

homogeneous.

As regards the ratio of the modal values of brightness of

different types of cloud, it corresponds completely to the theory

of solar radiative transfer in clouds, which can be considered in

the visible part of the spectrum as purely scattering media. In
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f/l ' this case, an increase in cloud

,I _ thickness (e.g., cumulus) leads

to an increase of I.

The figure shows that the

distribution functions for I

- deviate from the normal law,
Y 7 12, F1,/ //// Z F&,Zrelativej

unitsl and the asymmetry aI is negative,

Figure 5.6, DistributionFigure 5.6. Distribution i.e,, the maximum in the bright-
functions f(I) for some
types of clouds. ness variations is always dis-

For symbols 1 - 6, see placed towards the region of I.
Table 5.2 However, the reliability of the

values of a,, as was true for el, is small, since they were

calculated in [5] by integrating the empirical distribution

functions f(I), and therefore, were subject to large errors,

TABLE 5.2. STATISTICAL CHARACTERISTICS OF RANDOM FIELDS*

Type of Curve number I, rela- DI, rela- I I i R km
cloud on Figure 5.6 tive units tive units

1 87.2 2000 I 51 -0,14 -1,1 1 0,8

C, I 2 94,6 1882 46 1 -0,261 -0,7 1,2

Sc ! 3 109,6 1510 . 351 -0,62 -0,6 0,5
Ac 4 46,3 134 25 j -0,671 0,21 0,2

5 60,2 591 40 1i-0,361 -0,51 0,48
Sc - Ac! 6 66,6 252 1 24 1 -- 0,66 .2,41 0,25

* Translator's note: Commas in numbers indicate decimal points.

The relations forjbrightness variations of cloud formations

of different scales were described in [5, 6] by the one-dimensional

correlation functions K I(r), constructed from photometric pro-

files of I(r) in different directions, assuming that the cloud

brightness fields were homogeneous, Figures 5.7 and 5.8 illus-

trate the nonisotropic nature of the cloud fields examined in
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Figure 5.7. Normalized correlation functions.

1, 3, 4- sections in an arbitrary direction? 2, 5, 6, sections
along the cloud bank; a- Cu; b- Sc and Sc-Ac; c- Ac and
Sc-Ac; the broken line shows the approximation using Equation
(5.64)

[5, 6] although in some cases of cumulus and stratified clouds /183

close correlation functions were obtained for the photometric

profiles in two mutually perpendicular directions (solid lines

and broken lines in Figure 5.8). An analysis of these functions

confirms the conclusion drawn above as to the difference in the

characteristics of the irregularities for different types of

cloud in the small-scale region. For example, the radius of

correlation for Cu clouds is 1.2 - 1.7 km, while for Sc and Ac

it is 2.5 - 4 km. Here the periodic component appears reliably

only in the structure of individual profiles of cumulus cloud

brightness. References [5, 6] give examples of correlation

functions which were evidence of the substantial nonuniformity

of the brightness fields of certain types of cloud. Certainly

there are clouds whose brightness can be considered to be a

homogeneous random field.

To estimate the applicability of the hypothesis that bright-

ness fields are homogeneous, [6] constructed autocorrelation

matrices for the photometric sections considered as random vec-

tors of the horizontal coordinate r. The components of the
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Figure 5.8. Normalized correlation functions K (r) according
to Equation (5.6).

a- Cu, pitch Ar 1 = 0.86 km; b- Sc, Ar 2 = 0.43 km; c- Ac, Ar =

0.3 km; 1, 2- sections in two mutually perpendicular directions

vectors are the brightness values at fixed points of the photo-

graph, at which the photometric sections were taken, and the

brightness values along a given photometric profile are realiza-

tions of these components. The correlation matrices K I(ri, r.)

were determined for two families of these random vectors, corres-

ponding to sections in two mutually perpendicular directions for

each type of cloud.

It is natural to take, as a criterion of homogeneity of /184

random brightness fields, the fact that the correlation moments

Kij should satisfy the condition ii - ji = const, i.e., the

terms on the main diagonal and on diagonals parallel to the main

diagonal in the correlation matrix. The results of [61 have

shown that only the brightness fields of the alto-cumulus Ac

clouds are closest to homogeneous in this sense. For this quasi-

homogeneous cloud we find quite high coefficients of correlation

between variations of brightness corresponding to different points

of the photometric sections. For other types of cloud, particu-

larly for Cu, the conclusions have been confirmed as to the

appreciable inhomogeneity, and the correlation connection between
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variations of brightness proved to be far weaker. However, the

scatter in the correlation moments of empirical functions,

arising from errors of measurement and the finiteness of selec-

tion of random vectors, does not make it possible to make a

reliable judgment as to the nature of the random fields being

investigated.

A criterion of homogeneity capable of some qualitative

evaluation can be associated with the eigenvectors of the corre-

lation matrices, which form natural canonical systems, which are

used to expand random vectors of a given ensemble (for stationary

or homogeneous fields, this will be systems of trigonometric

functions). Examples of sets of the first three eigenvectors

obtained in [61 for different types of cloud are shown in

Figure 5.9. An interesting feature is the appreciable difference

in the eigenvectors for cloud designated inhomogeneous above

(Cu) and quasi-homogeneous (Ac). In the latter case, the

eigenvectors are reminiscent of trigonometric functions (Figure

5.9, a) in terms of which the even functions are expanded;

9p (r) const, cp, (r) c, cos oyor, p, (r) l c2 cos 2 worJ , etc. Here w0 is the

frequency corresponding to the natural period of the harmonic

component To = 2a / coo,which in the case considered is of the order

of 3 - 4 km. We recall that a similar value of the period was

obtained in [23] from one-dimensional analysis of the photometric

data. This constitutes some evidence for the existence of /185

periodic variations of brightness of clouds at this frequency.

For Sc clouds, the eigenvectors begin to differ from trigo-

nometric functions, although in individual cases (see Figure

5.9, b), we can still speak of a periodic brightness component

with approximately the same period (- 3 - 4 km) as for the Ac.

But even for the Cu clouds, the eigenvectors are extremely

arbitrary and depend noticeably on the direction of the photo-

metric sections (Figure 5.9, c).
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a- Ac, Ar = 0.3 km; b- Sc, Ar2 = 0.43 km; c- Cu, Ar1 = 0.86 km

We note that the fine-scale periodic structure of the

brightness field with TO - 1.5 km was observed in E7] from

photometry of cloud Ac cloud photographs, obtained on the Voskhod

spacecraft. However, [7] did not estimate the value of the

corresponding maximum of the spectral density of the cloud

brightness variations.

The results of [6] described above allow us not only to

determine the parameters of the fine-scale structure of the

brightness fields of different cloud formations, but also to

evaluate quantitatively the quasi-isotropic and the quasi-

homogeneous nature of the random fields investigated using sys-

tems of eigenvectors of correlation matrices. These estimates

will be given below for large-scale brightness fields, obtained

from satellites. 315
315



§ 5. Large-Scale Structure of the Earth's Brightness from i

Kosmos 149 Data

A detailed analysis of the operation of the photometric

equipment mounted on Kosmos 149 allows a quite reliable statis-

tical reduction (from the viewpoint of technique and measure-

ment errors) of the experimental data obtained from the narrow-

angle scanning TF-3A and TF-3Bltelephotometers, We recall (see

[2.55, 4.11]), that the TF-3A scanned perpendicular to the

trajectory, while the TF-3B scanned along it. Taking into

account the satellite motion, this gave a scan of the bright-

ness field in two mutually perpendicular directions relative to

the satellite trajectory, with a spatial resolution at the nadir

of the order of 18 - 20 km.

For analysis of the spatial structure of the brightness

field, data were used from measurements in the 0.74 pm region,

where the atmosphere is rather transparent (the optical thick-

ness is of the order of 0.1 - 0.2). The initial information was

the photometric profiles of the brightness field directly obtained

from the scans. By examining each such section as a random func-

tion of the brightness I(r), we can formally construct the

correlation function KI(p) by applying to these sections the

methods of the theory of homogeneous random fields. However,

because of the angular dependence of I(r) in the scanned plane,

this approach leads to substantial distortions of the statis-

tical characteristics of the spatial structure. This is illus-

trated in Figure 5.10 by comparing the normalized correlation

functions RI(p) for two arbitrarily chosen photometric sections,

obtained by the TF-3A and TF-3B instruments on Kosmos 149 in the

spectral region 0.74 Pm [24]. The distortions are particularly

large for the TF-3A, whose scan plane was close to the plane of

the solar vertical.
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Figure 5.10. Examples of the ef- Figure 5.11. One-dimensional
fect of the angular dependence correlation functions R(),
of brightness on the correlation from the data of TF-3A (a)
functions RI(p) from the data of and TF-3B (b).
TF - 3A (a) and TF-3B (b). 1- 0 = 0; 2- 0 = -20;

1- angular behavior not eliminated; 3- = -45; 41 e = 450;
2- eliminated 5- 0 200

The inhomogeneity of the random function, associated with

the angular dependence of the brightness variations, is due to

scattering of solar radiation in the atmosphere, which causes an

increase in the correlation radii R 0 , and also a displacement

and smoothing out of the minimum of the correlation function.

The increase in R 0 is due not only to the contribution of

scattered radiation, but also to the increase because of averaging

over the field of view of the instrument with, increase in the

angle e. In order to eliminate the equipment function of the /186

instrument and the frequency characteristic of the atmosphere,

we must apply the formulas of § 3 to determine the empirical

spectral density SI(w), using, for example, Equation (3,15) and

approximating to Kl(P) as follows:

N

Kr(p, 0) = c c cosiP. (5.64)
k=17
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The parameters of Equation (5.64) for the correlation functions

depicted in Figure 5.11, depend on 0. We give below these param-

eters for the case 6 = 200 (N = 2; C1 and C2 in (mW/cm 2/ster/pm) ;
-l

ak,' k,in km-; R0 , TO = 27n 82 in km):

Instrument c, c, a~, a2 0, 2 Ro To

TF-3A 4.8 18.S 0.015 0.0006 0 0.011 160 6001

TF-3B 2.1 15.4 0.032 0.0018 0 0.009 180 700

The corresponding spectral densities

S1 Y(a)= c {[(o - + ai-' [( + f p), k (5.65)

for 6 = 200 are shown in Figure 5.12. As regards other values

of 0, Equations (5.64) and (5.65) become unmanageable, and

therefore it is desirable, in order to eliminate atmospheric

and equipment effects, to proceed with the help of empirical

characteristics of the brightness field, obtained from the same

ensemble functions.

This approach was used, for example, in [9], where sliding

averages of the photometric sections of extent about 5,000 km

were used to eliminate the dependence I(r) on the solar zenith

distance C0; the sections were obtained on Kjosmos 45 using a

photometer directed to the nadir and measuring the brightness of

the Sun in the spectral region 0.6 - 0.8 Pm [1.58]. However,

even for radiation reflected in the vertical direction, the

changes in the angular dependence of I(r) on C0 were determined
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AiPe) ... not only by the dependence of the

4 - -  al incident flux on 0,1 but also by
'-I

the nature of the reflecting

object, It seemed to us that,
S--- as a result of these averages,

S . the errors in determining the

/J x & , kmi statistical characteristics of

the spatial structure of the bright-

ness field, associated with the

angular nonuniformity of the

,bo bl latter, can only be increased,

since here the determinant depen-

dence on C0 has a random nature,

which is devoid, however, of

. . physical meaning. Therefore, the

Ss "Jkm scatter obtained in [9] for the

correlation functions need not

result only from actual inhomogene-

ity of the random fields.
Figure 5.12. Spectral dens-
ities obtained for the
correlation functions of We can eliminate the effects /187
Figure 5.11 (6 = 200), of radiation scattering and can
approximated to by
Equation (5.64). estimate the degree of inhomogene-

1- TF-3A; 2- TF-3B ity of the random brightness fields

by constructing correlation matrices

for the photometric sections, considered as random vectors, whose

components as before are values of the brightness I(rk) of areas

on the Earth, intersected by the field of view of the telephoto-

meters at distances rk from the nadir. Examples of such correla-

tion matrices were obtained in [12] from photometric data on

Kosmos 149 for 15 and 40-dimensional vectors, corresponding to

the brightness of stratified cloud in the 250 km band in the

nadir region, and to 1000 km band in the entire region of the
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TABLE 5.3. MEAN INTENSITIES AND MEAN .SQUARE DEVIATIONS

(IN mW/cm2/ster/pm)*

Component number
Instrument Param-

eter 2 3 4 5 6 7 8 9 1 t 2 13 1 1

TF-3A
7 12,3 12,4 12,612,512,2 12,0 12,4 11,3 9, 10,6 12,3 13,0 14,016,117,3

TF-3B 4 6 4,9, 4,7 4 8 4,6 4,9 5,2 4,8 4,2 4,5 5,5 5,8 5,9 5,6 6,4

S12,212,2 11,911,811,4 11,110,710,40,6 10,310,210,610,0 9,510,0
4,6 4,5 4,3 4,4 4,3 4,4 3,9 4,5 4,9 5,0 4,9 4,8 4,6 3,8 3,9

* Translator's Note: Commas indicate decimal points.

survey, apart from the Earth's horizon (in the latter case, one

must not have overlap of the fields of view with large devia-

tions of the optical axis from the vertical, since this is

associated, additionally, with perspective distortion of the

scales).

The average brightness vectors I(rk) and the mean square

deviations al(rk) are given in Table 5.3 for the 15-dimensional

vectors of TF-3A and TF-3B. An interesting feature is the

increase in I(rk) for the TF-3A instrument, whose scan plane

was close to the solar vertical plane.

For the reading of the TF-3B instrument, which scanned in

the perpendicular plane, there is no clear dependence of T(rk)

on rk. This behavior of I(rk) is typical of the angular distri-

bution of reflected solar radiation at different solar azimuth

values. We note that YI(rk) for TF-3A has also a slight angular

dependence, while aI remains constant for TF-3B within the

limits of measurement error (the sharp minima of I and aI for

the mean components of the vectors are associated with shading
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of the field of view by structural members of the instrument when

viewing in the region of the nadir). The average f(rk) profiles /188

can be used to eliminate the angular dependence of brightness,

which distorts the correlation functions R (p) constructed from

the above-mentioned photometric sections during each scan (see

Figure 5.10). This is done by dividing the brightness values
th

I (rk) at the point rk of a given i- section by the mean bright-

ness value T(rk) at the same point, and by multiplying by T(r 0)

in the region of the nadir. As the broken lines on Figure 5.10

indicate, this kind of normalization scarcely changes the

behavior of the correlation function RI(P) for a section obtained

by the TF-3B instrument (here there is a weak angular dependence

of the brightness), but substantially corrects the RI(P) function

in the case of TF-3A, bringing it closer to the usual form.

In a similar way, we can allow for effects of scattering

even in the case of photometric sections used with fixed positions

of the photometer axes at different values of e (see Figure 5,11).

For this we must determine, from each value of I (r k ) of the

th
i-- section, determined by the angle e, the average value of

brightness I(rk), and then carry out the same normalization as

above.

All of these effects are automatically eliminated when we

construct the correlation matrices KII(rk, r ). The normalized

correlation matrices RII(rk, r ), shown in Figure 5.13, illustrate

the rather close correlations between fluctuations of brightness

of different sections of cloud fields, and these relations have

roughly the same nature in the two mutually perpendicular direc-

tions. Within the limits of natural scatter of the empirical

values, these fields can be considered to be isotropic.
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Figure 5.13. Normalized correlation matrices RII(rk, r ) for an

ensemble of 15-dimensional random brightness vectors.

a- TF-3A; b- TF-3B

More obvious characteristics of the degree of homogeneity

and isotropy of fields of brightness fluctuations IJ (rl,) Ii (r,)- I (r,),

capable of numerical evaluation, are the eigenvectors ym (rh) of

the correlation matrices Kn(rh,r)\, as was demonstrated above when

we investigated the fine-scale structure of clouds (see E6]).

Taking into account the small differences between dispersion

and correlation moments, located parallel to the main diagonal

of the KII matrices, we can expect that at least the first eigen-

vectors in each case will be congruent with functions of the

trigonometric system. In fact, it follows from Figure 5.14, that

the components of the first eigenvector oscillate around the

constant level 1/:/n (n = 15 is the dimension of thel

random vectors); the second and third vectors, which have

respectively one and two zeros, can be approximated by the
15

expressions m (rh) = Am cos (m -. 1) orh where Am = .cos (m -1) wor,

(broken line on the figure). The frequency o, and the natural /189

wavelength L0 = 2n 0 associated with WO can be determined along
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KIs (rk, r1

1- TF-3B; 2- TF-3B; 3- A,,=,, mcos (m - 1) ,or

the section in which the "cosine" ,(rj) takes maximum values,l

opposite in sign (this wavelength corresponds to the semi-

period of a trigonometric function). It is not difficult to

determine from the figure that L 0 z 400 - 500 km and that w0

0.013 - 0.016 km - . By increasing the dimension of the vectors

or the interval in which they are defined, we can obtain the full

harmonic of ,(rh)l (see Figure 5.15), whence, allowing for the

parallax distortions, we find the same value LO, close to the

value of the period determined above from the one-dimensional

correlation functions (see page 317). The closeness of the

eigenvectors to the trigonometric functions with empirically

determined period can be regarded as a criterion of the quasi-

homogeneity of the random fields. As a quantitative character-

istic of the degree of homogeneity we can take the matrix D

whose elements are determined by the relations /190

-=
da, o(r p s(ree), (gr , 15 2,w ; na i (5.fr 66)1323



30-dimensional brightness o km

vectors.- TF-3A; 2- TF-3B Figure 5.16. Correlation function

R(p); obtained by averaging the
diagonal terms of the KI (r,rj)
matrices.

1- TF-3A; 2- TF-3B; the broken
lines show an approximation using
an exponential function

It is easy to see that, in the case of complete homogeneity,

dmt= i for m= 1, , and dm = 0 for m==l. . An example was

given in [5.12] of the matrix D3 , made up of the first three

eigenvectors of the Earth's brightness field:

0.98s -0.02 -0.225

I Ds = 0.006 0.991 -0.041
0.140 -0.063 0.895

As an average characteristic of quasi-homogeneity, we can

take the determinants JDol. or the quantities

=1 i =1
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which, in the case of complete

homogeneity, must be close to

unity (forn=31-D3 = 0.90, and

I D 3 1- I 0.89).

0 Because of inhomogeneity of

radiation fields, appearing, for

example, in the scatter of the

0,o/ Quo J7o/ ,,',0 one-dimensional correlation func-
W, km l 1

tions K(p)j , constructed from n

Figure 5.17. Spectral sections,* some references (see,
density according to
Equation (5.67). e.g., [9]) carry out averaging of

7=1

1- TF-3A; 2- TF-3B the type ) For the

correlation matrices KI (r,, r,)! , determined above from TF-3A

data, this procedure reduces to averaging of all the elements of

the matrix Kr(r, ,r) f , which satisfy the conditions ] --l K const.

If the brightness field was homogeneous and isotropic, the

one-dimensional correlation function 'IR(p)i thus obtained would

coincide with KX (p)'. In fact, kR, (p) \differs markedly froml

r(p)i , as can easily be seen by comparing Figures 5.11 and

5.16, especially at large p. For example, because of the dis- /191

placement of the correlation radius for different photometric

sections, the transition through zero of the correlation func-

tion RI(p) shows up weakly, or more generally vanishes. Similar

differences will occur also in the corresponding spectral densities.

Figure 5.17 shows an example of the spectral density

2k, (O) a
2I () o( 5. .6 7 )

( = 0.011 km-1 for TF-3A and a = 0.009 km - 1 for TF-3B, obtained

from the approximations for i' (p) in Figure 5.16.

• This scatter also means that KI(p)i and the other statistical
characteristics obtained from the limited nonuniform fields should
not be considered as completely determined functions.
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The question naturally arises as to what empirical charac-

teristics or what parameter reflects the actual structure of the

random fields being investigated. In choosing such parameters,

one must use the correlation matrices and the systems of their

eigenvectors and eigenvalues as characteristics, obtained for a

minimum number of assumptions concerning the random field, It

was already shown above that the eigenvectors can describe the

degree of homogeneity of random fields and allow us to establish

a natural frequency of the periodic component of random brightness

variations. This same frequency can be obtained also using the

eigenvalues %h of the correlation matrix KII(rk, rl) , which

prove to be closely associated with the average spectral

characteristics S1 (0)1.

Indeed, since the dispersion of the brightness variations

is expressed in terms of the sum of the eigenvalues

6=7

these parameters are a generalization of the spectral charac-

teristics to the case of arbitrary inhomogeneous fields, and can

be used to describe the natural spectrum of random variations,

represented in the form of expansions in terms of empirical

orthogonal vectors (?P(rk) (Figure 5.14). If we regard the

sums 6m) as discrete values of the integral of the spectral

densities

6 (o)= n S(') d', (5.68)
0

obtained for individual sections of the brightness field or from

average correlation functions, then we can expect that the

frequencies determined from the equation

m =6 (m), (5.69)
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Figure 5.18. Integral of the spectral density 6(o)

a- according to Equation (5.70); b- according to Equation (5.71);
1- TF-3A; 2- TF-3B

should turn out to be multiples of the frequency , I defined

above as the natural frequency, where = co6 (in Equation (5.68)

n is the order of the matrix, and nir (0) is equal to the trace

of the matrix with appropriate normalization). In fact, by using

expressions for S(w)J from Equations (5.65) and (5.67), we

obtain, for an individual section (N = 2):

6(w) = 2¢tn + ac 2 ___S()f arctg tarctg + arctg 2 (5.70)

and for an averaged correlation function

. (o)= 2(0), arctg i (5.71)

It can be seen immediately from Figure 5,18 that, independently /192

of the nature of the one-dimensional correlation functions, the

frequencies YmJ , determined using Equations (5.68) - (5.71),

prove to be multiples of w1 = w,0 0.012 - 0.013 km - 1 , at least for
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m = 3. Below we give these values,

aX bi calculated in [24], from Equation
2 2--- 2 (5.71) ( 6m, is in (mW/cm -2ster-im) ),

(m m °io is in 10 km-; = k

" is the trace of the matrixI KI(r ,rt);

i.... - I

cd
) Instrument 21 = 1 63 W 3 64 Wi l 6n i n

it' TF-3A 3961 1,21532'2,6 554' ,0156816,4 58016,7!6021

TF-3B 212 1'1,31 25312,6! 27814,0123895,7j 2961 8,01 3121

-/o Thus, we can state that systems /19:

S ~ - of empirical orthogonal vectors and

-17- , , eigenvalues of the correlation

matrices are quite representative

Figure 5.19. Two-dimensional characteristics of the spatial
correlation functionsacorrelation functions structure of the brightness fields,according to [25].

a- January; b- April; c- and a parameter of these systems

July; d- October; 1- such as the natural period of the
R(p) > 0; 2- R(p) < 0 brightness variations remains an

invariant of the random field (within the limits of natural

scatter of the empirical data). It is important to note that a

certain effective value wo can be defined in this way for any

field without going to the eigenvectors of the corresponding

correlation matrix.

The above conclusions require to be checked against diverse

experimental data including reliable observations of the spatial

distribution of the general number of clouds and measurements

of the Earth's self-radiation from satellites. As regards the

first of the fields mentioned, investigations of its structure
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carried out by Sonechkin, et al. [25] confirm the existence of a

500 - 700 km zone of homogeneous and isotropic cloud (Figure

5.19). And the results of statistical analysis of the spatial

variations of the Earth's self-radiation, from measurements from

satellites of the Tiros and Kosmos series, will be examined in

the next paragraph.

§ 6. Structure of the Earth's Self-Radiation Field

The spatial variations of the Earth's self-radiation in the

region of the relatively high atmospheric transparency depends

on the contrast between the temperatures of the underlying surface

and the clouds, and in strong absorption regions, they depend on

the contrast between the atmospheric temperature and humidity.

Therefore, the application of statistical analysis to measurements

of self-radiation in different spectral regions allows us to

obtain the thermal structure of the cloud cover or other atmo-

spheric layers. However, as in the case of the reflected solar

radiation fields, here as before the major question is the appli-

cation of the theory of stationary random functions to the field

of self-radiation. The first attempts to determine the correla-

tion and structural functions [2.3] and [2.5] from measurements

of Earth self-radiation in the spectral regions 8 - 12 and 8 - 30

Pm from the Tiros satellites revealed both appreciable differences

between these characteristics within one reduction technique

[2, 31, and also lack of agreement between the results obtained

in [2] and [3.51 as regards the data from the single satellite

Tiros II.

For example, the correlation radii RO, according to calcula-

tions of the autocorrelation functions Ki(p)] for the above two

spectral regions, reach values of approximately 3000 km in [3.51,
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but in [2], they do not exceed 700 km.* It is entirely possible

that these differences arise from large measurement errors,

comparable, as was noted in [2], with the variations of the

measured radiation, or with errors in fixing the geographic

coordinates. As was shown in [3.5], the position errors entail

appreciable changes in the spatial correlations. However, it is

more likely that the scatter obtained in the characteristics

arises from inhomogeneity and anisotropy of the random fields

under study, although the presently available data do not allow

a final conclusion on this matter to be made. For example,

considering the correlation functions built up in [2] for the

joint perpendicular radiometric sections, which were obtained

using the Tiros satellite, the radiation fields in the regions

8 - 12 and 3 - 30 pm turned out to be rather isotropic.

The calculations made in [10] of the correlation functions

KrI (p,c)= I' (r, q) I' (r+p, cp),

depend parametrically on the polar angle o between the radiometric /19L

section and the coordinate axis (the calculations used measured

data for radiation in the spectral regions 8 - 12 and 3 - 30 pm,

obtained using the satellites Kosmos 122); the calculations show

the existence of a quasi-isotropy only in a circle of radius of

approximately 300 km. Outside this circle, the radiation field

under examination proved to be appreciably anisotropic (the same

thing is true of the reflected solar radiation field in the

spectral range 0.3 - 3 pm), and the correlation radii from the

data of [10] varied in the range 500 - 2000 km for different

directions.

* Estimates of R0 are given from the mean correlation functions

presented in [2].
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p km

N >11

Figure 5.20. Correlation functions b(p) ia, and spectral
densities s(6)j (b), according to [13].

1- first loop; 2- second loop; 3- third loop

At present, we cannot check the applicability of the

homogeneous hypothesis to the fields of Earth's self-radiation

because of the lack of reliable experimental data on two-

dimensional fields.

We shall try to do this.by comparing the one-dimensional

correlation functions Kr(p)i and the spectral density S (G),

constructed from radiometric data in the transparent window at

10 - 12 m, which were obtained by means of the narrow-angle

radiometer (approximately 2 degrees) on K~osmos 243, with appro-

priate characteristics, determined in § 4 and §15 from photometric

data. Some possibilities of evaluating the validity of the

statistical characteristics of these fields of self-radiation

can be obtained by a comparison with results of statistical

processing of aerophotographs of the Earth, which were obtained

two days earlier from the space vehicle Zond 5, and which were

analyzed from a synoptic viewpoint in [26].

Examples of the correlation functions Ks(p)l and the spectral

densities S(w) , presented in Figure 5.20, show that the self-

radiation has periodic components in its three-dimensional
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spectrum, corresponding to wave lengths L1 z 10 km, and L2

500 km. The first of these components is typical of the short-

wave region of medium-scale cloud formation, obtained in [6]

(see § 4) from aerophotographs of clouds, but smoothed out

because of spatial and temporal averaging. A wavelength of

500 km was observed above in the statistical analysis of fields

of reflected solar radiation, for which objective criteria of

homogeneity (see § 5) were obtained.

The observation of medium-scale peculiarities of the three-

dimensional spectrum of radiation confirm the well-known hypothesis

that the synoptic and micrometeorological sections of the low-

frequency range of temporal spectra are divided by a minimum of

the spectral density in the frequency region 1 Hz/hour [1]. The

same minimum, obtained by Kolesnikov, et al. [27] from statistical

reduction of the fields of meteorological elements, is evidence

that the statistical characteristics of the spatial structure of

the fields of Earth self-radiation can find immediate application

in the investigation of thermodynamic processes in the atmosphere

with which the radiation fields are connected.
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PART 2 /195

INVERSE OPTICAL SOUNDING PROBLEMS

CHAPTER 6

DETERMINATION OF VERTICAL ATMOSPHERIC TEMPERATURE PROFILE

§ 1. Problem Formulation and Basic Relations

The idea of determining the vertical atmospheric temperature

profile from measurements of the Earth's self-radiation in quite

narrow spectral intevals of the CL2 15 p absorption band from

satellites was proposed by Kaplan in [1]. The basis of this idea

is the physical fact that the radiation in different segments of

the selected band is generated in different layers of the atmo-

sphere and consequently is determined by the temperature of these

layers. This correspondence is quite unique, since the relative

CO2 concentration is constant and well known up to very high

altitudes, and absorption by water vapor and other atmospheric

substances can be neglected.*

The relationship between the radiation spectral intensity I

measured from a satellite and atmospheric temperature is described

by the solution of the radiation transport Equation (2.11). For

the simplest case of absolutely black surface of the Earth (6 = 1)
and measurement of I at the nadir (8 0) this relation will have

the form

I,= B, [T(i)I PI (i, , 0) - Ba [T()I P, (O' d;) (6.1)
0

* In reality water vapor and aerosol absorption may introduce a
noticeable contribution to the radiation in the wings of the C02
band. Moreover,jCO 2 concentration variations existing in the at-
mosphere may play a definite role. These questions will be examined
in § 7.
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Here the transmission function P is taken with account for the

spectral sensitivity of the equipment and the frequency v corre-

sponds, for example, to the midpoint of the spectral resolution

interval (sometimes we shall take the subscript v to mean simply

the number of the spectrum segment for which the I measurement

was made). We note that account for 6 and the use of other angles

o do not cause any fundamental difficulties in solving the subject

problem.

Relation (6.1), considered as a Fredholm integral equation

of the first kind in T(C), permits determining the vertical tempera-

ture profile if we know the radiation intensity I as a function

of v and the transmission function P, which is the kernel of the

equation.* The seeming simplicity of (6.1) was the reason Wark and

Yamamoto [2, 3],lin the first attempts to solve it,lused formal re-

duction of (6.1) to systems of algebraic equations, obtained either /19t

by approximating the integral by a finite sum [2] or by expanding

the unknown function intopolynomial series [31.

It was found that as a result of solving such systems without

taking definite precautionary measures,lquantities may be obtained

which are arbitrarily far from the true solution and even physically

meaningless (see, for example, [4]) and refinement of the approxi-

mations, yielding increase of the order of the algebraic systems,

leads to increasing solution instability. To illustrate this

instability we present the solution of the equation obtained in

[51 by the Yamamoto method [3], who suggested linearizing (6.1)

the relation

B,(T)
= Bo (T) (6.2)

* The analogous problem can,jin principle,}also be solved with respect
to the angular distribution IV (0). However, in the real atmosphere

this involves large errors because of the horizontal nonhomogeneity
of the T(C) fields and the presence of cloud cover.
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where B0 (T) is the Planck function for one of the N CO2 band

segments used. If we neglect the dependence of 6 (T) on T, which

is admissible only for a very narrow spectral interval of the band,

then (6.1) will be linear in the function Bo (T)

F,= Bo [T(1)1 P, (1, l) - Bo [T ()1 D d. (6 -3)
0

Here FV = I V/E (we note that the linearization relation B,[T( )]=j

a,B [T()] + B suggested in [6] has the same drawback as (6.2)).

The function BI[T(_)]J is defined in [3] by expansion into a power-

law series

Bo T = (6.4)

or analogous series in Legendre and Chebyshev polynomials. Sub-

stituting (6.4) into the linearized Equation (6.3) and performing

elementary transformations, it is not difficult to obtain the system

of algebraic equations for determining the coefficients bk

SDkbk F, (v = 1, 2,..., N), (6.5)
k=1

where

S., L + k -1 (1, ) d( (k = , (6.6)

A check of the effectiveness of this solution method, and

incidentally of the other methods examined below, is made by means

of numerical experiments. For the given initial profi.le T(r) and

for the known transmission function we calculate with the aid of

(6.1) the quantities I for several frequencies. Then the T(t)

profile is reconstructed using these I by the proposed method and

compared with the initial profile. Solution of (6.3) using (6.4) -

(6.6) for n = 3, carried out by Yamamoto [3] to determine the

stratosphere vertical temperature profile from Iy in four segments
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of the band CO2 15 p (665-670; 675.5-680; 686-691; 692-697 cm-l),

showed that the deviation of the calculated T(C) profile from the

initial profile reached 150. Particularly large errors are obtained

in the regions of strong temperature gradient variations, including

at the tropopause. It would seem that this discrepancy could be

reduced by increasing the number of terms in the expansion (6.4).

In fact, solutions of (6.5) successively for n = 1, 2, and 3

yield ever better approximations T (C) to the initial profile

(Figure 6.1). However, beginning with n = 4 we observe departure /197

of T4 ( ) from the preceding approximations and for n = 5 the

solution of (6.3) loses physical meaning. It is interesting to

note on all the curves in the figure the stability of the recon-

structed value of the Earth's surface temperature T(1), which is

associated with the presence in (6.1) of the term BV [T (1)]

outside the integral. This stability will also show up in other

examples until the transmission function PN (1, 1), characterizing

attenuation of the Earth's surface self-radiation in the atmos-

phere, becomes quite small.

The reason for the instability of these solutions is the mathe-

matical incorrectness of the inverse problems, meaning that arbi-

trarily small measurement or approximation errors may lead to

arbitrarily large errors of the sought solution of the corresponding

equations.

The incorrectness of the inverse problems is a direct conse-

quence of the physical mechanism which determines self-radiation

transport in a stratified atmosphere. As a result of this

mechanism there is smoothing of the radiation variations in the

individual layers of the atmosphere, and the degree of smoothing

is characterized by the kernel of (6.1). For this reason certain

details of the sought functions (like the marked temperature
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Figure 6.1. Approximations Tn ( ) of vertical profile T(t)

1- initial profile; 2- n = 1; 3- n = 2; 4- n = 3; 5- n = 4

gradient variations mentioned above) either are completely smoothed

out and do not appear in the measured intensity I at all, or they

yield a contribution at the level of the random I measurement

errors or computational errors. During inversion of equations of

the form (6.1) these errors are amplified, which then leads to

instability of the inverse problem solutions.

Since the incorrectness question is one of the most important

for the entire problem of optical sounding of the atmosphere, we

shall examine it in more detail.

§ 2. Incorrectness of Inverse Problems

We shall illustrate the conlcept of incorrectness by the example

of Fredholm integral equations of the first kind

(X) = K (x, y) (p(y dy (c<x<d), (6.7)

to which in the final analysis all the optical atmospheric sounding

problems solved in the following reduce. The function f(x), defined

on the segment [c, d], is the result of experiment and is practi-

cally always known with the random error c(x), generally speaking

uncorrelated with respect to x, i.e.,

S(x) = f(x) +. (x), (6.8)
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where f(x) is the exact value of the measured parameter. We in-

clude in e(x) also the possible errors associated with inaccuracy /198

of the kernel K(x, y) and the integration limits, and also the

errors of the mathematical transformations in solving (6.7).

It is clear from the preceding that the possibilities of

obtaining information on the function q(y) with any particular

degree of detail are determined by the information contained in

the function f(x), and this is in turn associated with the smooth-

ness of the kernel K(x, y). For example, if

K (x, y) = 6 (x - y),! (6.9)

where 6(x-y) satisfies the condition 6(x-y) = 0 for x / y and
b

S6(x-y)dy=i (6-function), then q(x)==(x), i.e., the function f(x)

contains all the information on the function qj(y). In the other

extreme case, when

K (x, y) cl, (6.10)

the function f(x) = c,2 + (x)1 does not contain any information on

c(y) (c1 and c2 are constants)*. All the equation kernels which

are realized in practice occupy a position intermediate between

these extreme cases.

To obtain a clear picture of the physical meaning of inverse

problem incorrectness let us examine the case of (6.7) with a

difference kernel K (x, y) = K (x-y) and infinite integration

limits a = -- , b = +-, and let us assume that the functions

f(x), 9c(y), K (t) admit Fourier transformation

* An analogous conclusion and all the further corolllaries will

also hold for the krnel K (x, y) = K1 (y).
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F (O) rw (x) e ' dx;

+oo

(D(o) = p- (y) eY dy; (6.11)

+00

× (O) = ( 6 . 12)-oo

Then, converting from (6.7) to the relations between the spectra

of the corresponding functions (6.11) under the condition that

K (w) 0, we obtain

2n( o) (6.12)

Since the spectra F (w) and KI(w) are known functions of w, after

obtaining the spectrum (w) from (6.12) we can, at first glance,

determine cp(y) without any difficulty by means of the inverse

transformation

P (y)= D (w) eI-d --o (6.13)

In reality, however, the spectrum F (w) consists of two parts:

the exact function spectrum F (w) and the uncorrelated error

spectrum, which is "white noise" or at least contains a "white

noise" component, i.e.

+o

- e (x) e'wx dx = eo = const. (6.14)

Consequently /199

()= (6.15)

Applying the Fourier transformation apparatus to the case of the

kernel (6.9), we obtain Hn(w) E 1, i.e., the solution spectrum

coincides with the spectrum of a known function and the solution

of (6.7) is determined with the same error. However, in the case

of the kernel (6.10) x (w) = 6 (w), i.e., the kernel spectrum is
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a 6-function, and we do not obtain the solution of (6.7) even with

absolutely exact specification of f (x). In all intermediate cases

the possibility of inverse problem solution depends on the rela-

tionship between P(),x() , and the spectrum of the noise :o.

Since for bounded functions f (x) and K (t) their spectra F (w)
and x! (w) tend to zero as w + m, the high frequencies in the 0 (w)
spectrum cannot be reconstructed reliably from (6.15). In fact,
for large w the P (w) spectrum is comparable with the spectrum of

the noise Eo, arbitrarily amplified because of decay of the kernel

spectrum. Moreover, for quite large measurement errors (variance

of the errors Es is large) or for a quite smooth kernel (At (w)

decays quite rapidly as w o -) even the low-frequency component

of the 0 (w) spectrum cannot be reconstructed from (6.15). This

is then the physical manifestation of the incorrectness of invert-

ing operators of the form (6.7). For comparison we present the

relation analogous to (6.15) for the spectra of the Fredholm

integral equation of the second kind, in which the unknown function

cl (x) is a term outside the integral (6.7)

It is easy to see that in this case 0 (w) exists for all w except

for a finite number of roots of the equation i+ x(o)= 0'. There-

fore problems which lead to an equation of the second kind in

accordance with the well-known Fredholm theorems are always correct.

Using the Fourier transformation in the general case of the

kernel

-(, ) = .- g (x, y) ei udy; K(x, y) = x(x, o)e'dt (6.16)

substituting (6.16) into (6.7) and considering (6.12) and (6.13),

Twomey [7] obtained in a similar fashion the following analog of

(6.7)
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f (.Xx= ( x, (o) D .(c) dco (6.17)

If K (x, y) and the partial derivative K' (x, y) are bounded,
-1

then x(x,o)-0 for Jwj + as IwI . Therefore representation of

f (x) in the form (6.17) permits treating the Fourier transform

of the kernel of (6.7) as a filter which cuts off the quite high

frequencies of the transform of the function ~l (y) or smoothslthem

to the noise level. Consequently, when inverting (6.7) and (6.17)

the information on 0 (w) in the region of these frequencies is

determined only by the errors of the function f (x). But since

these errors are random and may amplify arbitrarily, as a result

we may obtain a set of functions which will satisfy (6.7) in the

limits of the errors e (x) but will not have anything in common

with the physically meaningful solution of this equation. There-

fore, no matter what the details of the sought function yI (y)

corresponding to these frequencies, the information on them con-

tained in f (x) for a sufficiently smooth kernel is located at

the level of the random errors c (x). Consequently, there may

exist an infinite number of functions (for example, strongly oscil-

lating) which will satisfy (6.7) with accuracy to E (x) but are /200

arbitrarily far from the physical solution of the problem.

Thus to obtain the solution of (6.7),Ian additional operation

is required which permits reliable filtering out of those frequen-

cies in the ( (w) spectrum which for integral transformations

of the form (6.7) or (6.17) yield a contribution at the level of

the errors e (x). This operation is termed incorrect problem

regularization. For its realization we require some a~riori infor-

mation on the solution which also permits retention of the fre-

quencies carrying useful information on the sought function. A

rigorous justification of one method for regularizing incorrect

problems and proof of the possibility of constructing their approxi-

mate solution was given by Tikhonov in [8, 9]. In this connection

we shall describe briefly the problem formulation and basic idea

of the method. 341



§ 3. Tikhonov Regularization Method

To obtain the approximate solution of Equation (6.7) with

given accuracy,rfikhonov suggested the following regularization

method. Let the function f (x) be such that the solution of the

integral Equation (6.7), which we write in operator form

A [x, p (y)] = f(x) (a y <b; c< x d),

exists and moreover is unique. Assuming that 9 belongs to the class

of piecewise-continuous functions C and f (x) to the class of

square-integrable functions L2 , we introduce a metric: the norm

in C

Iq) ()I= max I q (y)

and the norm in L2
d

Further, let the class of admissible solutions M be compact (the

limits of all sequences of functions cp belong to M). Then for any

6 > 0 there exists 6 (e, P) such that from the condition /II1-/211
< 6(,p)jfollows I1-i_2(PIe<s , i.e., for sufficiently close functions

f the solutions of (6.7) differ little from one another.

For proof of this statement a regularized family of approxi-

mate solutions qa(y) of (6.7), satisfying the following conditions,
is constructed in [8]:

1) /,(x)A [x, ,(y)]-tf(x)l as a -- 0, i.e., the operator A maps

functions from class C into class L 2 continuously;

2) ( (y)EMI for any a, i.e., M is a compact containing the

solution p (y).
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It was shown in [8] that for any function f (x) from the

class L2 there exists a differentiable function .(y)) which mini-

mizes the smoothing functional

M" I I P (y),f W I 1 X, Y a k=0 d (6.18)

Here hk (y) are positive functions; the second integral in (6.18)

is termed the n-th order regularizing functional, a is the regu-

larization parameter.

The function TP(y) is determined from the Euler equation for

the subject variational problem. In the case n = 1 this equation

has the form

K (x, y)(.y) dy -(x) + a h (y) () [h () Ld (Y) 0o,. (6.19)

where /201

d d

K (x, y) = K (s, x) K (s, y) ds; 7 (x) K (s, x) f (s) ds.
C 0

Equation (6.19) has a unique solution, determined by the boundary

conditions for the sought function (Pa(y)I and its derivative p~(y) ,

and depending on the parameter a. Tikhonov [8] showed that the

sequence of solutions (pa(y)l converges as a - 0 to the limit function

p1 (y), belonging to the class Cl (functions having continuous de-

rivative). Consequently, solving (6.19) for various diminishing

a 0 we will obtain approximations arbitrarily close to the solu-

tion until for excessively small a the computational or experimen-

tal errors begin to have an influence and the error of the approxi-

mations Y! begins to increase. A finite difference algorithm for

determining , was also proposed in [8].

Examples illustrating the Tikhjonov method were constructed

in [10, 11] and in several other studies for certain particular
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cases of the kernel of Equations (6.7) having an abriori known

exact solution. The authors of [101] also developed a universal

program for approximate computer solution of (6.7).

The most important questions in practical use of the Tikhonov

method are determination of the regularization parameter in the

absence of the required a'priori information about the solution

and establishment of the connection between the selected a and

the problem solution error. In [12, 13] a technique was proposed

for selecting the optimum value of a on the basis of a minimum of

the norm of the difference of the regularized solutions

min max| i+,,(Y)- i(Y)llJ for two successive regularization parameter
i a <vb<b

values a. and ai+l.

The Tikhonov method and the indicated a selection criterion

were used in [14, 15] for an idealized case of thermal atmosphere

sounding. The authors of [14, 15] made numerical experiments in

reconstructing the function B (C), given in the form of a parabola

reminiscent of the vertical variation of Bo [T (c)] and having a

minimum at the level Co. The kernel of (6.3) served as the trans-

mission function for the isolated Lorenz line. The influence of

errors in the known function and the kernel and also the selection

of the integral equation approximation and the radiation measure-

ment range on the temperature reconstruction accuracy was studied

in [14, 15]. The authors of [14, 15] show that the results of

these numerical experiments indicate the possibility of applying

the regularization method of [8] to the subject problem*.

However, we should note that determination of the variations

of the temperature or other atmospheric parameter profiles which,l

* The results of Tikhonov method application were presented in
detail in a monograph by Kondratev and Ti-mofetyev i
[16].
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as was shown in Chapter 3,a4re random functions of altitude, leads

us to incorrect problems of reconstructing functions of complex

structure whose description requires the use of statistical methods.

In this connection we shall examine the statistical regularization

methods in application to the problem of determining the variations

of the vertical atmospheric temperature profiles.

In conclusion we note that the regularization methods, which

in contrast with the statistical methods we arbitrarily term deter-

ministic methods, were also developed in studies by Phillips [17]

and Twomey [18] (a brief survey of these methods is presented in

[6]).

§ 4. Optimum Parametrization Method /202

The use of (6.1) to determine the variations of the vertical

temperature profiles permits, first of all, reliable linearization

of this equation. In fact, we represent T (r) in sum form

T () = T () + T' (), (6.20)

where T (5) is the mean vertical temperature distribution for the

g ven region and season in the sense of (3.1); T' (r) is the devia-

tion from T (C), small in comparison with T (r). Substituting

(6.20) into (6.1) and considering the high accuracy of (4.16),

we obtain a linear equation in T' ()

= a[(1), P,(1,i)T'(1)- a T'() a d (6.21)
0

Here f = I - I and I is obtained from (6.1) by substituting

therein T ().

Since in this problem formulation T' ( ) is a random function

of r, whose structure was investigated in great detail in § 2 of

Chapter 3, it is advisable to accomplish optimum approximation of
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T' (ti) defined at discrete points ti, by the eigenvectors Th( j)/

of the correlation matrix BTT (i j)

n

T. ()= c,() (6.22)

The expansion (6.22) provides high approximation accuracy by a

small number of first vectors &k( i) and consequently avoids the

necessity for using high-order harmonics.

Substituting (6.22) into (6.21) and performing elementary

transformations, it is not difficult to obtain the system of alge-

braic equations for determining ck

Y, D c , (v = 1, 2 ... . N), (6.23)
k=1

where

B T () P"(1, 1) (Pk (1) - [ (P ) (1 t d .

0

Since when using optimum parametrization systems of the form (6.23)
will, as a rule, be overdefined or underdefined (N n), we can

carry out smoothing by the least squares method. As a result we

obtain a new system of equations for ck

r kc, = F, .k = ,, ... , n), (6.24)
l=1

where
N .N

F = D D,kD,; Fk =r D,,f,k
V=1 V=1 [

Examples of the numerical experiments made in [51 to reconstruct

T' ( i) by the optimum parametrization method are shown in Figure

6.2. In the calculations the three eigenvectors represented in

Figure 3.15 were used. We see from Figure 6.2 that quite good

approximation of T' 1 ( ) (Clurve 3) to the initial profile (Clurve 1)

was obtained, only slightly inferior to direct approximation of /202
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T' (i) by the first three eigenvectors (Clurve 2), with mean

square error about 20. It is interesting to note that determina-

tion of T' (C) with the aid of the expansion (6.4) (Figure 6.2a,

Clrve 4) led to considerably larger discrepancies (mean square

error reaches 50). The most significant errors in reconstructing

T' (ri) are obtained at the tropopause level where, as noted in § 2

of Chapter 3, the correlation coefficient rTT (1i j ) vanishes.

o.3

o, o.

Figure 6.2. Reconstruction of vertical temperature profiles T' (i)

a- for continental station; b- for oceanic station; 1- initial
profile; 2- approximation (6.22) with n = 3; 3- solution of
(6.21) with n = 3; 4a- solution of (6.21) with aid of (6.4);
4b- solution of (6.21) with aid of Ylk for continental station

Worthy of attention is the well-known universality of the

empirical orthogonal vectors used. This follows from Figure 6.2b,

illustrating the results of reconstructinlg T' (Ci) for the oceanic

case using the eigenvectors of the same random profile sample from

which the realization T' ( ) was taken and using the eigenvectors

obtained for the continental case (Figure 6.2b, Clurve 4), also

used for reconstructing T' (r) (Figure 6.2a). We see from Figure

6.2b that the "foreign" system of empirical vectors provided an

approximation which is not much rougher than the "proper" system.

The optimum parametrization method was tested on empirical data

from balloon self-radiation measurements at the 30 km level [191
-1

in the CO 2 band intervals 677.5; 691; 697; 703, 709 cm and in
21 -1

the 899 cm-  "window" with resolution 5-7 cm- . According to the
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authors of [19] the measurement error did not exceed 1%. Examples

of vertical temperature profile reconstruction using empirical

orthogonal vectors are shown in Figure 6.3 [20]. Also shown here

are the results of T ( ) reconstruction by the authors of [19].

Comparison of the reconstructed profiles for these two cases permits

stating that the optimum parameterization method accuracy is some-

what higher in spite of the complex T' (r) structure. However the

errors are still significant and are probably associated with

initial data errors. In fact, calculations of I using the initial

T (r) profile and the transmission functions utilized in the problem
-1

differ from the experimental IV values by 4-6% in the 677-691 cm1

-1
intervals and by only 1% for 703 and 709 cm [20].

We note that the empirical orthogonal vectors have also re-

cently been used to solve incorrect problems in several studies

by American investigators [21, 22]. The reason for the effective-

ness of the optimum parametrization method is the fact that the

very first eigenvector captures the most characteristic features

of the vertical temperature variation distribution. As for the

succeeding eigenvectors, they permit taking into account certain

details of the random vector T' (ri) being determined. However,

We must remember that the vectors (Pi) i were obtained as a result

of processing limited T' ( i) samples and, consequently, include

random errors reflecting only the errors of these samples. With

increase of k the YIk errors become dominant in comparison with the

real information on the details of the vectors T' (ri) and upon /204

inversion of (6.2) may be amplified together with the other

problem errors. Therefore we cannot guarantee that uncontrolled

account for eigenvectors of even low order will not lead, generally

speaking, to deterioration of the solution approximation by formulas

(6.22) - (6.24).
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Cloud T=2 33K
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Figure 6.3. Reconstructing vertical temperature profiles from

measurements [19]

a- clear; b- cloudy; 1- initial profile; 2- optimum parametri-
zation method E20]; 3- trigonometric function method; 4- method
of broken lines [19]

In 15] calculations were made of the amplification coefficients

of the errors of the function fV when reconstructing T' (ri)

by the optimum parametrization method

k 2( ) ' ( )

Here T
2 and a2 are the variances of the T' (ri) and f errors.

For the system of Equation (6.23) kn (i) is given by the expres-

sion

n n N

= {=2 aB, 2 D 'D-vk (P) (), (6.25)

k=1 l= 1 1

and for the system (6.24) by

n n n n N [
k()= i , , aB T ( Fj2 rI-Dqo,,kDvl4k) T( ) (6.26)

k=l I=lp=l q=1 v=1
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(Dv1 and r-l are elements of the inverse matrices of the systems
vk k1

(6.23) and (6.24)).

The k- (Ci ) calculation results presented below show that

even when using the first two eigenvectors the error amplification

is quite large, particularly near the tropopause level.

Thus, in (6.23) with n = 2, N = 2

i 1 0.85 0.7 0.5 0.4 0,3 0.25 0.2 0.15 0.1
k2  3.1 1.1 5.3 2,0 4.7 7.1 17.2 21,3 8.2 8,8

In (6.24) with n = 2; N = 13

k2 1,8' 1.0 '1.4 0.5 1.3 2.3 6.0. 8.0 2.6 2.5 .1

Since for many atmospheric physics and meteorology problems in- /205

formation on the atmospheric parameters with quite high accuracy

is required (for example, for the weather prediction problem the

temperature profiles must be known to within 0.5 - 10 [23]), the

question of the feasibility of satisfying these requirements on

the basis of experimental Earth radiation spectra obtained from

satellites is of great importance. This question is obviously

associated with the empirical data information content. This

question was examined in a rigorous formulation by Marchuk in [24],

where he gave a general solution of the problem of validity of

the information used for inverse optical sounding problems. The

basic idea of [24] lies in establishing the connection between the

variations of the functionals describing the input information in

the sought function variation and some specially obtained functions

characterizing the information validity in relation to these

functionals. This idea was used in some degree of concreteness

in examining the radiation spectra information content in the

statistical inverse problem solution methods.
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§ 5. Initial, Data Information Content

In application to (6.7) it is natural to formulate the infor-

mation content question as follows: what useful information on

the physical parameter 9c (y), subject to determination from (6.7),

can be extracted from the experimental data f (x), whose error

structure c (x) is known, with account for the given physical

mechanism of cp (y) transformation into f (x), described by the

equation kernel. In this formulation, with the additional assump-

tions that the structure 6 (x) is completely defined by the vari-

ance G2* and that the solution structure as a random function is

given by the empirical orthogonal basis cp, this question was

examined thoroughly by Kozlov in [25, 27]. The results of these

studies were verified in the solutions of (6.21) presented in § 4

and are of direct interest for the problem of determining T' ( i).

Therefore we shall discuss briefly the basic ideas of [26, 27].

Reconciliation of the inverse problem regularization with

the initial information errors was carried out in [26, 27] using

the geometric properties of the Fisher information metric [26]

corresponding to the given experiment and defined by the kernel

of (6.21) and the measurement error structure. Since to each

random vector T' (i) there corresponds a system of n coefficients

ck of the expansion (6.22) in the empirical orthogonal vectors

Yik' the ck form an n-dimensional space Rn . In the solution space

parametrized in this fashion the author of [20] introduces a metric,

i.e., the distance between the two random functions T'1 and T'2

p2 (T, T') A k ) (2) - C ) -c2)1 I (6.27)
k, l=1

* For this it is sufficient to assume that the initial data errors
are distributed normally with zero mathematical expectation. We
note that this assumption, and use of the empirical orthogonal
basis as well, is not fundamental for the following estimates.
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where gkl are components of the Fisher information matrix [24],

which in the case of (6.21.) concides to within the constant factor

1/G2 with the positive definite matrix of (6.24)
f

gkt = (6.28)

In connection with the inverse problem incorrectness there

may exist in Rnsets ck to which there correspond vectors

T' (Ci) which do not have the real physical meaning which

follows from the a priori information on the solution. There-

fore it is necessary to examine only that region D of this space

which contains admissible problem solutions. With the aid of the

metric (6.27) we can evaluate in this region the possibility of

solving (6.24). It is quite clear that if for two vectors T'1 and

T'2 the distance p (T'1 , T' 2 ) 
< 1 these functions are not distin-

guishable from one another in the limits of the given error of.

The instability of the inverse problem solution is associated with

the existence of directions in the space R along which the region

D has dimensions less than unity.

If we take as the region D that set of parameters ck and

corresponding random vectors T' (Ci) from which the autocorrelation

function BTT (ri' 3j) was determined, on the basis of the defini-

tion of BTT (Ci' Cj) and the representation (6.22) we obtain

k,1

Here the quantities dkl = CkC1 form a matrix specifying the

region D.

It ik( i)i are eigenvectors of BTT (ri 5j) the matrix dkl
is diagonal and consists of the eigenvalues of BTT ( i .j) arranged

in decreasing order. Applying the matrix (6.27) as before, the

author of [25] determines the principal axes (ul, ... , um ) of

region D from the following eigenvalue problem
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S g dkl,,dku - Xu, = 0. (6.29)
k=1 l=1

By definition of the metric in D the quantities V, ... K-,

determine the lengths of the principal axes of region D, normed

by the mean-square measurement errors in the corresponding direc-

tions. Selecting eigenvalue sequences X1, ... , A satisfying the

condition Xi > 1 (i = 1, 2, ... , r n)' and the corresponding eigenvectors

ul ... , Ur, we can sort out those directions in region D for

which A. < 1 (i = r + 1i, ... , n), i.e., the initial data do not

carry useful information on the solution. This regularization

process corresponds to identification of all the independent

solution parameters whose definition error is obviously beyond

the threshold characterized by the measurement error variance.

With account for the expansion (6.22) in the subspace Rr, in which

the vector sequence ul, ... , ur forms an orthogonal (by construc-

tion) basis, we can introduce the new system of vectors

S(i) = u () (m = , 2, . . ., r), (6.30)

which provide optimum representation of any random vector T (ii)

reconciled with the solution structure, equation kernel, and

initial data error. If we represent the solution of (6.21) in

expansion form

T' & m"(O (6.31)

substitute (6.31) into (6.21) and apply the least squares method

we obtain the diagonal equation system for determining cm

FT (6.32)
e{ = (m = 1, 2, ( 6.3 2 )

where /207
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N N

Fm P D Mf; mm (DVM)2;
V=1 v=1

aBv [( 1) B B, [T()] aP, 0 (1~)
= ' S , i m ( ) V dt.

0

Here the mean square error of Cm determination is oaf/ , and

(),[ (i) ].".r (6•33)
mm

The effectiveness of the described method is illustrated by

the example considered in [26, 27] of determining the required

problem optimization parameters with the aid of which the profile

T' (Ci) used in the numerical experiment of [5] was reconstructed

(see Figure 6.2a). The calculations [26] show that the reconciled

orthogonal basis consists of three vectors m ( i), to which there

correspond three eigenvalues exceeding unity: X, = 488,4; X2 =8,1;1

As = 2.5. The results of T' (Ci) reconstruction using (6.30) -
(6.32) and calculations of the mean square error of the reconstructed

profile are shown in Figure 6.4. As we would expect, the largest

errors oT of T' (i) determination, reaching 20, are observed near

the tropopause. An analogous method using the Shannon information

metric for selecting optimum radiation measurement conditions with

a broader range of apriori assumptions on the solution was examined

by Pokrovskii in [28].

Numerical characteristics of the initial data information con-

tent were also obtained in [26, 27]. As mentioned previously, the

quantity /X m represents the number of mutually distinguishable

values of the coefficients 3m in the expansion (6.31). Since the

reconciled basis (6.30) is orthogonal the Zm are determined inde-

pendently. Therefore the number of combinations of these coef-

ficients and, consequently, the number of profiles T' (Ci) which
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differ from one another in the limits determined by the measure-

ment error a is

-V = -Vk4 .. . 4- (6.34)

The quantity V, meaning the volume of an ellipsoid in the space

Rr with principal axes /X-, ... , /r, thus characterizes the volume
of information on T' (ci ) which can be obtained by the given f

measurement method. For the considered spectrum segments with

f = 0.40 this constitutes several percent of the maximum value

of f , V = 95, i.e., the measurement method used makes it possible

to obtain on the order of 100 different temperature profiles. This
is not too many if we consider that by conventional sounding at

ten levels Ci with 10 error we can distinguish about 1800 T' (Ci)

profiles.

In order to increase the information content Kozlov [27]
suggested "combining" the spectral intervals in which the I are

measured (in [27] this operation is termed "patching" of the cor-
responding channels, Figure 6.5).

If we assume that the random error variance does not change

in this operation the information volume V increases (for example,

combining the eight v intervals used in [27, 29] into three

intervals leads to V = 226 in place of 95). The author of [27]
explains this effect by the existence of "internal correlation"

between intervals of a single group, showing up in consistent

f variations when varying Zm for different T' (i). Therefore /208

suitable spectral resolution reduction does not reduce the infor-

mation but does reduce the overall measurement error. This con-

clusion is of paramount importance in developing instrumentation

to provide effective solution of optical sounding problems. In

fact, as Figure 6.6 shows, reconstruction of T' ( i) (Curve 1)

on the basis of I specified in 48 narrow spectral segments of
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the CO2 15 p (Av = 2cm - ) band (Curve 2). and in two broad inter-

vals obtained by "patching" (Clurve 3). leads to practically the

same result. In this case, however, "patching" does not yield

any additional information on the given specific profile. The

reason is probably that the Kozlov optimization method provides

exhaustive use of the initial information obtained by the given

measurement method*. This property is also illustrated in the

figure.

an-I . 4
I ... . .. ,.,.... ....

T' ( ) vertical profile after (6.32) calculated in [2.0]

error profile T (b) and A 2 ) which are optimum for

1- initial profile; 2- recon- noise level 1% (10 w)
structed - -- 1

1- 2- D

ew -

*o

a" .C 06 '-T' ( M) from IA

Svertical profile after 1- initial profile; 2- using

48 intervals; 3- using twoerror profile (b) and spectrum intervals

* In the numerical experiment case the "measurement method" conceptalso includes the kernel profile; 2- rperties and the computational error.
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Concrete estimates of the initial data information content

for given measurement error and kernel structure but without

account for the solution structure were obtained by Twomey in /209

[30]. It was shown in [30] that if there are N f. measurements
I

with error variance a2 and if there exist n<N/ eigenvalues of

the matrix K = Iki l:

b

k43=K (X iy)K( xi, y) dy (i, y 2. N),'

satisfying the inequality

4 < (b-a) =1 '

(~Pm=max Ip(y)) , then among the N components of the vector f. there

are only N - n independent information components.

It is not difficult to see that this information content

estimate is less exact and less definite in comparison with the

Kozlov estimates [26], since [30] uses a Oriori information on

the solution in the form of the maximum value of the sought func-

tion.

The estimates of initial data information content presented

in [26, 27] are accompanied by construction of the corresponding

incorrect problem regularization method, involving determination

of the reconciled basis pm (ci) which cuts off obviously unre-

liable information. However, as before we cannot guarantee that

the harmonics considered in this method, which carry useful infor-

mation in the average effectiveness estimate case, will provide

an acceptable approximation for determining concrete vertical

profile realizations. In this connection we shall examine the

statistical regularization method, which permits constructing

regularized solutions with guaranteed closeness to the true solu-

tion.
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§ 6. Statistical Regularization Method

It follows from the very nature of incorrect problems that

in the presence of random experimental and computational errors

E (x) there exists an infinite set of random functions i() which

satisfy (6.1), i.e., the condition

b

f(x)- K(X, y)Z(y)dy<e (x), (6. 35)

but are not the physical colution of the 9p (y) problem. In con-

nection with error amplification these may include functions which

are arbitrarily far from cp (y). Therefore it is natural that the

apparatus of mathematical statistics be used to construct the reg-

ularized solution. This is even more necessary for optical atmos-

pheric sounding problems, since the variations of the atmospheric

parameters being determined are random functions about which the

a priorilinformation is given by statistical characteristics (see

Chapter 3).

The statistical method of regularizing incorrect problems,

developed by Turchin in [31-34], was tested in the problem of

determining vertical temperature profiles [351]. Therefore we

shall discuss the basic idea of the method using this problem

as an example.

We replace (6.7) by a system of algebraic equations

il= .... (i= 1, 2,. ..N),i (6.36)

assuming that Ei also includes the algebraization errors. The /210

problem reduces to determining an n-dimensional vector p = {cp}i

on the basis of the given N-dimensional vector f = .{fi}, each

component of which includes the error E = {ei}. We shall assume
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that the e. are statistically independent and are distributed nor-

mally with known variance a. and zero mathematical expectation.
1

Then the distribution function of the random vectors = {q}jl satis-

fying (6.36) with accuracy to c. (set of unregularized solutions)
1

has the form

N . n I

P () (i ;-2 -exp{- Z_121 (6.37)
t=1 j=1

Expression (6.37) indicates the conditional probability that for

a given state of the sought parameter ci the vector f will be

obtained with error P(a= 2)' as a result of measurements. In

order to find among the vectors cI the inverse problem solutions

having physical meaning it is necessary to impose on this set

limiting conditions characterizing the real state of the quanti-

ties being determined, i.e., introduce apriori information on the

solution. For atmospheric parameters such information is contained

in the statistical characteristics of their vertical structure,

specifically, in the correlation matrices B,, (bi = -(j)l. Therefore

it is natural to take as the aPriori information a normal distri-

bution of the vectors Yi such that the correlation matrix for it

coincides with B

n n

P (M) exp[-- P 2;.L, j (6.38)
klj i=1

Here C = B- 1 (B-1 is the inverse of B, JBj is the determinant of

the latter).

Solutions of (6.36) satisfying the problem physical formula-

tion must at the same time be among the distributions (6.37) and

(6.38) and, consequently, must form a set of random vectors,

characterized in accordance with the Bayes formula by the distri-

bution function

( P P(/P) p) (6.39)
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Formula (6.39) defines the conditional probability that for the

given vector f the physical state of the sought parameter is

described by the vector cp (a posteriori: regularized solution dis-1

tribution).

In our case (6.39) will have the form (to within a constant

factor, not essential for the further operations)

N n n n

P ( = const exp 1- i= a K: fi__ 2 = CkikT (6.40)
/1 i =1 k=1 =1

After elementary transformations and norming (6.40) may be re-

written in the form

Pt -= const exp .- D ~ j ] Fj , (6. 41)
Sk=1 =1 j=1(6.41)

where

N N

Dk = + ki; Fj K.f (6.42)

Among the set of regularized solutions satisfying the conditions

(6.39) or (6.41) the most probable, naturally, will be the vector

<yj>, obtained as the mathematical expectation of yp from the dis-

tribution P (cp/f)

00> (pA p/I)dp.

In the case (6.41) we obtain the system of equations for

determining the vector <Y

Dk < ) --= Fj (j = 1, 2, .... n), (6. 43)
k=1

which then yields the unique statistically regularized solution of

(6.36) and, consequently, of the inverse optical sounding problems

supported by statistical agriori information*.

* We note that the Turchin method can also be used to regularize the
problem in the absence of such information, using'ariori informationj
on smoothness of the sought solutions (see [31-331.
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Since the distrubution function (6.41) yields all the regu-

larized problem solutions it is of interest to estimate the de-

viation of these solutions from <pi>, which is characterized by

the variance

,<>1 2 = ,.: l) )= ( - p)P (p/l)d:p.

In the case of distribution (6.41) the mean-square error of cI

reconstruction is expressed in terms of diagonal elements of the

matrix D- 1, i.e.,

j D-I) (j = 1, 2, . .. , n).; (6.44)

These results are used below to determine the vertical atmos-

pheric temperature and moisture profiles*. Here it should be

emphasized that the statistical regularization relations presented

above were based on the assumption of normal distributions of the

errors E (x) and the sought parameters cpj. However, these assump-

tions, which may not be satisfied under actual conditions, are

not fundamental. If the empirical multivariate distributions

deviate from the normal distributions, then, approximating these

distributions by suitable functions and using the distributions

for c as a riori information we can obtain by the Turchin method

the regularization relations for specific physical conditions.

§ 7. Results of Temperature Determination

Reconstruction of the atmospheric vertical temperature profiles

using the statistical regularization method was carried out in [35]

on the basis of balloon measurements of the self-radiation I

* An analogous algorithm for regularizing incorrect problems with
use of apriori information in the form of the correlation matrixes
BTT was obtained in [36, 371 under different initial assumptions.
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For this purpose use was made of I measurement data obtained with
the aid of a multichannel spectrometer [38] in the six segments

of the band CO2 15 I mentioned in § 4 and in the 899 cm- i [21]
window, and also the radiation spectra measured using a Fourier

spectrometer with resolution on the order of 2 cm- 1 [2.35]. The

measurements of [2.35, 21] were made above the same points

(Palestine, Texas and Sioux Falls, South Dakota) in the summer
season. According to the authors of [2.35, 21] the measurement
errors did not exceed 1%.

The vertical temperature and humidity profiles were measured

directly simultaneously with IV, which made it possible, on the
one hand, to check the methods for reconstructing T ( ) and, on
the other hand, to take into account water vapor transmission in
the kernel of (6.1). Since in [21] empirical orthogonal functions

obtained by statistical processing of the measurement region /212
temperature profiles were used to reconstruct T (c), we had the
possibility of using the corresponding mean profiles T (c). Un-
fortunately the correlation matrices were not presented in [21],
therefore we took the matrices obtained from the data of aerologi-
cal soundings up to 10 mbar [3.26] (see § 3 of Chapter 3).

As for the kernel of (6.1), the authors of [21] calculated

the transmission functions for cases of measurements above both
points (for Palestine the kernels are presented in Figure 6.7).
For our calculations [35] we used the transmission functions

obtained during analogous measurements above Palestine in 1964

[21] (see Figure 2.10). These functions were close to the kernels
of Figure 6.7.

In [35] the vertical profile variations T' (i) were determined
using closed and unclosed schemes. In the closed scheme (we

denote it by Al) I and V were calculated using (6.1) from the
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Figure 6.7. Kernel of (6.1) from [21] and [35] for different
spectrum segments (Av = 5 cm - ')

1- v = 667.5 cm-1; 2- 691 cm - 1; 3- 697 cm-1; 4- 703 cm-l;
5- 709 cm-1

, If --- /

Figure 6.8. Determination of T' ( ) in [351 from balloon measure-
ment data [6.21]

a- Palestine 15.02 CST; b- Sioux Falls 12.22 CST; 1- initial
profile; 2, 3- profiles reconstructed using schemes Al and A2,
respectively; 4- calculation using A2 for morning measurements
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- -/213

S*;

Figure 6.9. Determination of T' ( ) from interferometric data [23]
Palestine, 8 May 13.30

Notations same as in Figure 6.8

Figure 6.10. Determination of T' (C) using closed scheme for
Sioux Falls with mean T (C) profile for Palestine

Notations same as in Figure 6.8
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Figure 6.11. Determination of T' ( ) with different errors and
number N of initial I information spectral intervals

1- initial profile; 2, 3- reconstructed profiles for (qaq = i1%
and N = 9 and N = 45, respectively; 4, 5- for (o /lI)=O,.%l and
N = 9 and N = 45, respectively

known realization of the T (Ci) profile and the mean T (i) pro-

file. Then a random error with mean-square deviation 1% was added

to I and the variation T' (ci) Wvas reconstructed with application

of (6.42) - (6.44) to (6.21). Comparisons of the T' (Ci) profiles

reconstructed using scheme Al with the initial profiles are shown

in Figures 6.8-6.11.

The mean-square error aT of T' (Ci) reconstruction using /214

scheme Al does not exceed 30 at the tropopause level, which is

the most unfavorable level for the method (Table 6.2). However

the actual errors of reconstruction of given T' (Ci) realizations

using (6.42) - (6.44) for direct IV measurements (unclosed scheme

A2 ) were somewhat larger, as can be seen from Figures 6.8 and 6.9

and Table 6.1.
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TABLE 6.1. TEMPERATURE DETERMINATION ERRORS Tcal - Ttrue

(IN OC) ASSOCIATED WITH MEASUREMENT AND COMPUTATIONAL

SCHEME ERRORS (oT IS THE MEAN-SQUARE ERROR FOR a /I = 0.01*

Palestine, Palestine, Sioux Falls, Palestine, Palestine,
7.57 15.00 12.20 13.80 8.30

A
t 

A, A As : A A, At As A, o
T

i 0,6 -14,5 0,3 1,3 0,2 -1,3 0 1,31 -8,0 0,1
0,9 5,2 -5,6 3,2 3,7 1,8 3,5 0,7 0,8 -5,9 1,7
0,85 4,8 -4 3 3,2 2,4 4,9! 1,1 -0,7 -5,2 1,7
0,8 5,1 -2 3,5 3,4 4,4 7,7 0,2 -2,3 -5,4 1,&
0,7 4,3 1 2,4' 2,2 3,1 5,7 -0,9 -4,3 -4,5 1,3'
0,6 0,5 -1,3 1,0 0,7 2,0 5,41 -2,8 -6,8 -5,5 1 ,1
0,5 -0,5 -1,9 -0,2 -1,0 1,2 6,7 1,7 -1,9 -1,4 1,0
0,4 -0,7 -2,6 -1,8 -2,9 -1,4 5,3 4,5 -2,3 -2,8 1,0
0,3 -0,3 -5,7 2,0 -0,5 -- 4,6 1,1' 1,1 0,31 0,9 1,1
0,25 -1,6 -6,3 -1,7 -5,4 -2,6 -0,61 1,6 2,6 7,8 2,6.
0,2 1,3 2,9 -0,4 -0,2 2,9 5,3 -2,2 '4,3 -1,0 1,9
0,15 -4,4 -0,8 -4,2 -3,4 1 1,9 0,1 4,5 0,5 1,3
0,1 4 7,8 5,6 7,2! -0,2 -0,3 2,6 5,41 1 1,1
0,05 2,4 3,1 2 2,6 -0,1 0,5 2,8 4,3 2,1 1,2
0,01 -3 -6,1. -2,4 -2,1 0,3 -2,6 -7,2 -8,6 -4,5 1,7

* Translator's note: Commas in the numbers represent decimal points.

To clarify the possible reasons for these discrepancies it

is necessary to compare the experimental radiation values I withe
the values I c calculated using the initial T (Ci) profiles with

the aid of (6.1) for the transmission function shown in Figure 6.7.

The results of this comparison presented in Table 6.2 show that

the actual initial information error for the given equation kernel

and the computational method used exceeds 1% in most cases. Here /215

we should keep in mind that the error of the function f = Iv - I,

which is used directly in inverting the problem, is an order of

magnitude larger.

In fact, the best agreement of the temperature profiles cal-

culated using schemes A l and A2 with one another and with the
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TABLE 6.2. COMPARISON OF RADIATION MEASUREMENTS

I WITH CALCULATED VALUES I (IN 103 cal.cm 2 *sr -l );*

I -I
c e .. 00%
I
C

Center Sioux Fallsj-
of band Palestine I morning Palestine, noon noon .2.2

14,74677,5 2,91 2,72 2,81 3 3 2,79 2,76 -- 1 0 2,90 2,92 3,04 4 2
14,47691,0 2,82 2,75 2,76 0 -1 2,75 2,71 -1 -1 2,89 3,02 3,05 1 0
14,35697 3,01 3,05 3,05 01-2 3,01 2,99 -1 -1. 2,94 3,10 3,11 0--1
14,22703 3,64 3,70 3,81 31-1 3,67 3,71 -1 -0 3,22 3,48 3,34 -6-4
14,101703 4,58 4,69 4,82 31-3 .4,64 4,69 -1 -2 3,77 4,00 3,78 -6-3
11,23 899 13,7 12,8 15,8 20 20 15,3 15,1 -- . 8,43 8,99 9,20 3 0

• Translator's note: Commas in numbers represent decimal points.

initial profile T' ( i) is obtained for the case of I measurements

at Palestine at 15.00 (Figure 6.8a), for which the difference

Ie - Ic is 1% (see Table 6.2). However, even in this case the

reconstructed profiles do not capture the details of the vertical

variation T' (Ci) in regions of marked temperature gradient change.

Worthy of attention are the large discrepancies between the

reconstructed and initial profiles at the Earth's surface and in

the boundary layer for the morning hours (dashed curves in Figures

6.8a and 6.9), although as noted above the incorrect problem

solution is always stable at the point = 1 thanks to the presence

in (6.1) of the term B [T (1)] outside the integral, which

describes the Earth's surface radiation attenuation in the atmos-

phere. This discrepancy is associated with the fact that the

initial T (Ci) profiles taken for comparison are known only for

midday. The lower temperatures recorded by the instrumentation

in the morning hours reflect the daily temperature variation,

which is marked in the atmosphere layer near the Earth and decreases

with altitude (at the 700 mbar level the morning and midday profiles,
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shown in Figures 6.8a and 6.9, already approach one another and

the initial profile).

Thus the statistical method of temperature reconstruction

permits obtaining the temporal variation of T (ai), at least in

the atmospheric boundary layer and perhaps also at the tropopause

level. The latter possibility is indicated by the opposite-in-sign

temporal variations of the temperature in the near-Earth layer

and in the tropopause region shown in Figures 6.8a and 6.9, con-

firming the assumption stated in [3.6] (see § 2 of Chapter 3)

concerning the reasons for the negative T' (ri) at these levels.

It should be noted that in all the cases cited the T' (C)

profiles which were to be reconstructed had quite complex "non-

standard" structure (variations of T' of the same sign at all

levels in the troposphere were not accompanied by variations of

opposite sign in the stratosphere). Particularly complex is the

profile in Figure 6.8b, and it is probable that the marked recon-

struction errors even when using scheme Al are partly associated

with this factor. We see from Table 6.2 (Sioux Falls, 12.22)

that the reason for the high reconstruction errors when using

scheme A2 are the discrepancies between Ie and Ic, which are the

most significant among all the examples considered and are partially

due to application to this case of the transmission functions

for Palestine (see Figure 6.7). These relationships between Ie
and I are basically confirmed by the analogous calculations of

c
Ie in [21] (see c* in Table 6.2).

The results presented of trials of the statistical regulari-

zation method for profiles of complex structure with use of the

correlation matrices calculated for a completely different region

as aprioriinformation are promising from the viewpoint of the

possibilities of actual solution of the posed problem. The method
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is stable even if the mean profiles T (ci) are taken for another

region, which is illustrated by the example shown in Figure 6.10.

Here the T' (i) profile for Palestine was reconstructed with use

of T (51) for Sioux Falls, which explains the very large temperature

variations, which however have a standard structure.

Since in [351 the T' (C) profiles were reconstructed using

the optimum parametrization method for the same I data for which

the inverse problem was solved by the authors who made the measure-

ments [21], it would appear to be well to compare the results

obtained in [21] and [35]. However this comparison, shown in

Table 6.1 and incidentally indicating approximately the same

error of both methods, is not informative. The reason is that

based on our extensive experience in using empirical orthogonal /216

functions for incorrect problem solution* reliable determination

of the sought parameter even with the accuracy which was obtained,

for example, in [5, 21] requires knowledge of the specific values

of this parameter (see § 4). However, he statistical regulariza-

tion method [31-33, 35] is characterized by quite reliable auto-

matic incorrect problem solution based on the principle of determin-

ing the most probable solution satisfying for the given measure-

ment method the a riori known solution set structure.

An important advantage of the statistical method [31], and

of the [25] method as well, is exhaustive utilization of the

given information. As mentioned previously, for those averaged

spectral transmission functions which are used in our calculations

there is no need to measure I in many spectral intervals. For

fixed measurement error all the useful information on the solution

* The results of optimum parametrization method application for
determining T (C) were first reported in papers of the author at
the All-Union Conference on General Circulation [39] and the 15-th
International Astronautic Congress in Warsaw [40].
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is contained in a small number of I values and this information

is completely extracted with the aid of statistical regularization.

In fact, as the example of reconstructing T' (Cil) for different

numbers of I values (see Figure 6.11) shows, increasing the

number of v intervals from 9 to 45 for fixed measurement error

yields practically no additional information on the T' (ri) pro-

file. In other words, for given measurement errors, smoothness

of the equation kernel, and nature of the apriori information it is

not possible in principle to obtain a "finer" structure of the

incorrect problem solution, no matter how much we increase the

initial information volume. This conclusion is important in

developing measurement techniques and interpreting experimental

data intended for determining any atmospheric parameter with guar-

anteed accuracy. Specifically, the determination of the "fine"

vertical temperature profile structure is controlled, first,

by the structure of the atmosphere, i.e., by the vertical CO2
concentration distribution p 0 (C ) and the absorption band or line

structure, i.e., by the behavior of k as a function of v. Thanks

to the decrease of po (C) with altitude the nature of the trans-

mission function smoothness would not change in comparison with

the curves of Figure 6.7 even if it were possible to resolve an

individual line. Second, the abriori information taken in the

form of the correlation matrices BTT, which describe the most

significant features of the T' (Ci) structure, imposes definite

limitations. It is probable that use of higher order moments is

necessary to reconstruct the fine details.

In this connection we cannot expect that simple measurement

error reduction which is not coordinated with the other factors

will permit obtaining a more refined solution of the incorrect

problem. As the example of T' (Ci) reconstruction (see Figure

6.11) shows, error reduction with simultaneous increase of the

number of v intervals leads to a result which is at first glance
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paradoxical - manifestation of solution instability. The obvious

reason for this effect is the marked increase in (6.40)., (6.42)1

of the weight of the first term, which is associated with the

equation kernel and the error variance o., in comparison with

the regularization term. Therefore steps in the same direction

such as increasing the number of spectral intervals (from 9 to 45

in Figure 6.11) and reducing a. may lead to weakening of the

regularization if we do not coordinate these actions witha riori

information selection. This important and delicate question of

statistical regularization, and also the question of representa-

tivity of a~riori information obtained from limited samples of

random T' (ri) profiles for individual regions and time intervals,

requires special study.

However, we can state that the statistical regularization /217

method with use of the correlation matrices or their eigenvectors

as aeriori information makes it possible to determine the vertical

atmospheric temperature profile with mean-square error of order

2-30, provided the radiation I is measured to within 1-2% and

the equation kernel errors, i.e., the deviations of P (C) from

the real transmission function, are included in this error.

Examples of Earth's self-radiation intensity measurements

using interferometers and multichannel radiometers installed

aboard balloons [2, 35, 21] and the Nimbus 3 satellite [41, 42]

show that the modern spectral and radiometric apparatus makes it

possible to obtain the basic experimental data with the required

accuracy. As for taking into account the real IR radiation absorp-

tion in the atmosphere, associated with variations of the water

vapor, aerosols, temperature, CO 2 concentration, and possibly

other atmospheric parameters, this task seems to us to be the

most complex in the entire inversion problem even under visually

cloudless atmosphere conditions. It becomes still more complex
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with the presence of semitransparent cloud cover of the cirrus

type. We shall devote a special section to this question.

§ 8. Account for Actual Absorption Variations in the Atmosphere

A study was made in [43] of the influence of the variations

of certain physical parameters of the atmosphere which determine

the variations of real IR radiation absorption, and we shall

discuss certain results of this study here (these questions were

also examined in [15]). Using various models of the transmission

function in the CO2 15 p band (see § 2 of Chapter 2), it is not

difficult to obtain a general idea of the I variations associated

with the possible variations of the kernel of (6.1). The results

of the corresponding calculations are illustrated in Figure 6.12

(the standard T (c) distribution and constant relative CO2 concen-

tration co = 0.03% were used for the calculations). The figure

shows that the I differences reach 20% in this case, i.e., they

are commensurate with the I variations due to temperature changes

in the given region and even in similar climatic zones. In order

to evaluate the temperature profile reconstruction errors when

using any particular transmission function [2.21, 12.23] numerical /218

experiments were made for (6.21) using the closed (A1 ) and unclosed

(A2 ) schemes. In scheme Al the T' (Ci) profiles were reconstructed

using I calculated with the aid of the given transmission function

which was also used in problem inversion. In scheme A2 the T' ( i)

profiles were reconstructed using the same I but we took as the

kernel of (6.21) a different transmission function. The results

of these calculations, shown in Table 6.3 for two T' (ri) profiles,

indicate significant deviations of the profiles reconstructed

using the A2 scheme from the initial profiles.

Considlering that the transmission function depends on the

absorbing substance mass, we should also estimate the effects of
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TABLE 6.3. RECONSTRUCTION OF T' (ii) PROFILES (IN OC)
WITH ACCOUNT FOR DIFFERENT TRANSMISSION FUNCTIONS (T,--I, [2.23], P,[2.21]) *

T
1 0,9 0,18 0,7 0,6 0,5 0,4 0,3 03 0,25 0,2 0,15 0,1 0,05

Tin -10,21-10,5 -9,0 -7,0 -- 4,7 -5,0 4,3 -5,5-7,9 0,3 5,1 5,7 0,6
TA, [2. 23] -8,9 -8,5 -8,2 -7,9 -6,2 -4,5 -5,0 -4,5 -2,9 3,8 5,2 3,4 0,6
TAI [2.21] -7,9 -7,6 -7,3 -7,0 -5,5 -r-4,0 -2,5 3,3 4,6 3,0 0,6

TA, -17,2 -16 -16- -15 -12 -8,7 -9,8 -8,8 -5,5 7,3 10,1 6,6 1,2

Tin 7,1 4,5 5,5 5,2 4,8 1,8 2,8 1,6 6,9 5,0-1,7-6,3-0,2
TA, [2.231 7,8 7,5 8,2 7,0 5,5 4,0 4,5 4,0 2,5 -3,3 -4,6 -3,0 -0,6

TA, [2.21] 7,6 7,3 7,0 6,8 5,3 3,8 4,3 3,9 2,5-3,2--4,5-- 3,0-0,5

TA, 13,0 12,5 12,0 11,5 9,0 6,5 '7,4 6,6 4,2-5,5-7,6-5,0-0,9

• Translator's note: Commas in numbers represent decimal points.

,.mcal/cm 2 •min"sr

14

intensity I intensity I for different C2

1- calculated using transmission concentrations

function from [2.21]; 2- from 1- 0.03%; 2- 0.06%; 3- 0.015%
E5.23-; 3- using formula (1.16);

4- using formula (1.16) with

,, __- -[ --- zI

account for H20 vapor absorp-
tion
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variations of the concentration co and particularly of water vapor,

whose bands overlap the 15 ~p CO2 band. The contribution to I of

overlap of the H20 vapor bands in various segments of the C02 band

is shown in Figure 6.12. As we would expect, the influence of H20

vapor is most significant in the band wings. It would seem that

the primary distortions of the reconstructed profiles should there-

fore be found in the lower troposphere. However,lexamples of

comparison of the results of T' (i) profile reconstruction using

scheme Al (i.e., with account for H20 absorption both in I and

in the kernel of (6.21)) and using scheme A2 (i.e., calculation

of I with account for H20 absorption and reconstruction of

T' (ci) without account for the H20 transmission function in the

kernel of (6.21)),Ishow (Table 6.4) that the temperature near the

tropopause is most sensitive to these kernel variations and this

is the region of maximum solution instability. We can also con-

clude from Table 61.4 that if we reduce the contribution of the

band transparent region II to the initial information, then

neglect of H20 absorption does not lead to marked reconstruction

errors. It is true that in this case we may not obtain reliable

information on the lower troposphere temperature. Therefore a

better approach is to develop methods for simultaneous determina-

tion of the vertical temperature and humidity profiles (see

Chapter 7).

It is interesting to note the significant errors of T'

reconstruction at the tropopause level for region II even in the

closed scheme Al. These errors are a direct consequence of the

smoothness of the kernel of (6.1), characteristic of weaP absorp-

tion regions.

As for the CO2 concentration variations, as shown in [43]

(Figure 6.13) the corresponding I variations are relatively small /219

even for extreme co values equal to 0.015 and 0.06% at all altitudes
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(the latter condition is naturally unlikely under sea-level con-

ditions). This gives a basis to expect that the real co variations

will have negligible influence on the temperature profile deter-

mination error.

TABLE 6.4. RECONSTRUCTION OF T'(j) (IN OC) BY THE OPTIMUM

APPROXIMATION METHOD WITH AND WITHOUT ACCOUNT FOR WATER

VAPOR ABSORPTION*

1 0,9 1 0,8 1 0 01 0,6 1 0.5 ,4  0,31025 03 2 1 0,2 0,15 0, 1 0,05

T A, -8,3 -7,5 -7,0 -6,8 -5,0 -3,1 -3,8 -4,1 -5 -3,8 5,2 6,4 2,0

TA, -7,3 -6,6 -6,3 -6,4 -4,8 -3,1 -3,9 -4,1 -6,0 -3,7 5,3 6,3 2,0

TA, -8,2 -7,6 -7,1-6,6 -6,5-6,01-6,3-4,1 5,8 21,2 5,4 -1,0--1,0

TA, -7,4 -6,4 -6,5 -6,1 -6,9 -7,8 -7,4 -4,4 -9,9 30,5 6,2 -3,1 -1,7

I T A , 6,0 6,0 6,1 6,2 4,2 2,2 3,1 3,6 6,5 7,9 -3,6 -4,2-1,0

TA, 3,1 4,2 5,4 6,7 5,0 3,4 4,6 4,9 5,8 -1,8 -4,5 -1,3-0,1

TA, 6,8 6,6 6,4 6,3 4,9 3,5 4,1 3,8 2,81-3,2 -4,3 -2,9-0,6
TA, 5,5 -.7,3 10,8 16,9 9,9 7,8 12,2 15,1 27,9 26,3 -17,5-16,4-5,5

* Translator's note: Commas in numbers represent decimal points.

Note. The initial T'. and T! profiles are presented in Tablein in
6.3; I and II mean that in reconstructing T' we took, respectively,
the regions of strong and weak absorption in the CO2 band.

We did not evaluate the effect of transmission function

variations due to changes of the air temperature itself in deter-

mining T (C) by the methods described above, since the complex

nonlinear dependence of PV on T has not yet been studied sufficiently

for real atmospheric conditions. Judging by calculations of the

intensities of the CO2 15 p band lines for different temperatures

[2.21, 2.22], this dependence will be quite weak and accounting for
it does not cause any fundamental difficulties (some proposals

in this direction were described in [2.29]).
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It seems to us that there is no need to evaluate the effect

of each of the listed atmospheric parameters, since variations of

IR radiation absorption by the aerosol layers and semitransparent

cloud cover (particularly the high-altitude cirrus clouds) have

the most significant and difficult-to-account-for influence. The

random and unpredictable appearance of these objects in the measur-

ing instrument field of view may cause far larger errors in T (5)

determination in comparison with the errors due to the other

factors listed above.

To illustrate this statement* we shall consider examples of

T ( ) profile determination from I measurements aboard the Nimbus

3 satellite using the SIRS multichannel spectrometer in three

cloudless cases [41, 42] (Kingston, Jamaica; Green Bay, Wisconsin;

and Resolute Bay, Canada). The T (C) profiles were determined in

[44] by the statistical regularization method with use of the same

transmission function in all three cases. We see from Figure 6.14

that the closed scheme (A1 ) makes it possible to reconstruct T (C) /220

with approximately identical errors, which are the errors of the

computational scheme. However,ireconstruction of T (C) using the

unclosed scheme (A2 ) leads to markedly different errors, which in

the Kingston case reach 170 (in the tropopause region). However,l

if we introduce corrections to the transmission function which

account for the additional contribution to atmospheric radiation

(scheme A2 ),Ithe T (r) determination errors decrease to a few

degrees.

In light of the foregoing the development of a technique for

taking into account the corrections to the transmission function

* We note that this statement differs from the more optimistic
conclusion of the authors of [41], according to which cirrus clouds
do not represent a serious obstacle in the problem of determining
vertical temperature profiles from the Earth's radiation.
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Figure 6.14. Examples of temperature profile T (C) determination
fromI measurements obtained aboard the Nimbus 3 satellite [6.42]

1- initial profiles; 2, 3- profiles reconstructed using schemes
Al andA 2 , respectively; 4- profiles reconstructed with refined
transmission function; a- Kingston; b- Green Bay; c- Resolute
Bay

in each specific I measurement case, regardless of the origin of

these corrections, takes on great importance. One possible

approach to the solution of this problem is joint determination

of the temperature profile T (C) and transmission function varia-

tion profile P () from the same set of initial data. We propose

for this purpose the following iteration process, based on the

fact that limited information on the radiation I is required for

determining both parameters. After determining the first approxi-

mation T1 (C) from Iv measurements in a small number of spectral

intervals and for some model (but sufficiently representative)

transmission function PV (C), we can then use BV [T1 (c)] and

P ( ) to introduce an additive correction P (5) to the real
VV

transmission function from the equation

0f= B [T, P(1) - B, [T ) ( '.37 (6.45)
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Here f, = -_ $); I, are the radiation values measured in the inter-
mediate spectral intervals of the CO2 band;CO,; ()II [B,(T,),P P, is)
the functional (6.1) of I B [T1 (c)] and PV ().

The solution of (6.45) for OP,( )/Oa! can be carried out by

one of the methods described above (an example of transmission

function determination from an equation of the form (6.45) is

presented in [45]).

The correction can also be introduced by the method proposed

in Chapter 3 of optimum account for the real variations of the

atmospheric parameters on the basis of the optical-meteorological /221

model of the atmosphere. This was done in the previously mentioned

examples of T (r) determination from I measurements made using

the Nimbus 3 satellite. Assuming that the corrections P (c) are

due to aerosol absorption which is independent of v, we can eval-
uate the aerosol contribution at different levels, using the
statistical characteristics of the vertical structure of the
aerosol attentuation coefficient and correcting in suitable fashion
the absolute magnitudes of the IR radiation attentuation in the
C02 15 p band. We see from Figure 6.14 that these corrections
made it possible to refine the vertical T (r) profiles.

The actual atmospheric transmission question is also important
in connection with the method proposed by Chachine in [46] for
determining T (r), which according to the author of [46] does not
require any agriori information while at the same time providing

very high accuracy of the inverse problem solution. The method
is based on the possibility of selecting levels Ci and corresponding
number of frequencies vi for which the approximate relation is

satisfied

S 1, 2, (6.46)
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where I( I ) and I ( ) are the radiation intensities (6.1) for two

temperature profiles - TI ( ) and T2 (c). It is easy to see that

(6.46) is satisfied most precisely for those ~i at which the kernel

of (6.1) for the given v. has a maximum (see, for example,
1

Figure 6.7). If OPv/aln : were a delta function (6.46) would be

satisfied absolutely exactly.

With the aid of (6.46) the author of [46] constructs the

process for determining T (C), taking as the first approximation

an arbitrary profile (for example, the climatological mean profile

or even a constant value To (ai) - To) and determining the

succeeding approximation from the recurrence relation

Bi[ T,,(Si)j = BiJT-()J ) (n= 1, 2, . .). (6.47)

Here I. is the radiation intensity measured at the frequency
1

v*. The process is continued until the differences R")- =(I, - Itn)/I

or their mean value (R(n>=- - RI become less than the I
i=V

measurement error.

The described method was applied in [46] to determine T (r)

at ten levels ri for ten values of v. in the CO2 4.3 p band (Figure

6.15). The results of T (5i) determination using various first

approximations of To (ri) are shown in Figure 6.16. The mean

error of the method, amounting to 10, is due to the computational

error (~0.4%). The convergence of the iteration method is

illustrated by Table 6.5.

At first glance the Chachine method may suggest the possibility

of solving incorrect problems without any regularization or a riori

information on the solution. In reality, however, it is necessary

to know the form of the vertical profiles in order to select the

* We note that in [46] a technique for separating the variables
v and in Bv [T (C)] is proposed, which is not of fundamental

importance to this method.
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corresponding frequencies v. and the levels C. at which (6.46) is

satisfied most exactly. It is by no means obvious that the

successive approximations will converge to the true solution if

the equation kernels do not have maximum values for the selected

Ci and v . However,the deviation of real atmospheric transmission

from the adopted model does not guarantee that these maxima will

be reached. Finally, the fact that obtaining the sought function

at a discrete number of specially selected values of the argument

in the Chachine method requires an empirical relation of the form

(6.46), which in the case of another integral equation will have

a different specific form, is essentially a regularization of the /222

incorrect problem based on intuitive and apriori assumptions on

the nature of the solution.

0-2'

Figure 6.15. Weighting functions ap/alin( for the CO2 4.3 p band

1-6- v = 2360, 2340, 2315, 2275, 2255, 2215 cm-1 , respectively

It is also important to emphasize that the method does not

ensure determining the sought function at the intermediate i
levels without increasing the number of I . measurements.

In conclusion we note that use of the CO2 4.3 p band for

determining T (C) involves large errors associated with solar

radiation reflection, which in this spectral region is comparable

with the Earth's self-radiation. Account for reflection may also
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Figure 6.16. Examples of T () determination by the Chachine
iteration method [46] for different zero approximations

a- To () is the standard profile; 1- zero approximation; 2- re-
constructed profile; b- To () = 200, 240, 2800 K

TABLE 6.5. AVERAGE ERRORS <R(n)j (IN %) FOR
n SUCCESSIVE APPROXIMATIONS*

Zero approxi- n
mation 0 1 2 4 5 6 7 8 9

Std. profil 26,3 7,0 2,25 1,52 1,02 0,73 0,54 0,40 - -
To (z) = 2800 K 920,1 21,7 10,1 5,49 2,88 1,35 0,81 0,54 0,42 --
To (z) = 240 'K 80,2 21,9 10,3 5,49 2,85 1:,33 0,79 0,54 0,43 -
To (z) = 200' K 90,9 22,4 10,8 5,53 2,84 1,31 0,79 0,55 0,46 0,41

STranslator's note: Commas in numbers represent decimal points.

be important for the wings of the CO2 15 p band. Since this

question is also common to the problem of determining the under-
lying surface temperature from radiation measurements in the 10-
12 p window, we shall examine it in more detail in Chapter 8.
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CHAPTER 7

DETERMINATION OF VERTICAL HUMIDITY PROFILE

§ 1. Problem Formulation and Basic Relations /233

In § 8 of Chapter 6,we noted the need for taking account of

humidity when introducing corrections to the transmission function

in determining the vertical atmospheric temperature profiles from

measurements of the self-radiation spectrum I in the C0 2 15 P

band. However, since the humidity in the region of I measurements

in the CO 2 band is unknown, it is natural to pose the problem of

determining the vertical gaseous moisture concentration profiles

q (C) from simultaneous measurements of the self-radiation IV in

several water vapor absorption band segments.

The advisability of making simultaneous measurements of I

in different bands is obviously based on more than just introducing

the mentioned corrections. The vertical humidity profiles are

important to no less a degree than the temperature profiles for

many problems of atmospheric physics and meteorology. However,

in determining q (i) from self-radiation measurements it is

necessary to know the vertical temperature distribution. The

reason is that the measured I spectra are a superposition of

the radiation of various layers of the atmosphere which depends

on both the moisture concentration and temperature of each given

layer. The corresponding dependences are described by relations

of the form (6.1), which for the problem of determining q ( ) are

conveniently written in the form

SOP[w(] (7.1)I = B [T(l)l Pv [w()] - BI [T()] d, (7.1)
082
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where w (r) is the effective water vapor mass in the atmospheric

column (0, 5)

w () = wo txq (t) dt, w, -x Pq(

g (O9× l). (7.2)0

Examining (7.1) as an integral equation in q ( ) or w ( ),

we can solve the subject problem using the I variations in the

water vapor absorption band if we know the Planck function

B [T (C)], which is the kernel of (7.1). Therefore,lit is necessary

to first determine the T (C) profile from I measurements in the

CO2 15 p band by the methods described in Chapter 6 without

account for overlap of the CO2 and water vapor bands. Then,

using B [T (c)] as the kernel of (7.1), taken for the 6.3 p

water vapor band, we can pose the inverse problem of determining

q (C). Using the q (C) profile thus obtained we can,lif necessary,

refine T (C), considering water vapor absorption in the CO2 15 p

band region and then repeat the iteration relative to q (C).

The physical principle on which the possibility of determin-

ing the moisture profile is based,\is analogous to the principle used

in determining the temperature profile (see [1]). The atmospheric

radiation I in the central part of the band carries information

on the small water vapor concentrations in the upper troposphere

or stratosphere. In regions of lower absorption and on the wing /224

of the band,I yields information on the moisture content in the

lower layers of the atmosphere. The weights with which this

information enters into I are determined by the vertical tempera-

ture profiles and the nature of the transmission function humidity

dependence.

The problem of determining q (C) is an incorrect problem,

somewhat more complex than that of determining T (C). The compli-

cation is associated, first of all, with the essentially nonlinear
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transmission function dependence on q (c), given, as noted in

Chapter 2, either by approximate formulas of the form (1.14) or

(1.16) or by empirical relations of the form (1.20). Moreover,

P depends directly on the effective mass (7.2) and therefore

there is double altitude smoothing relative to q ( ) expressed by

(7.1) and (7.2). This increases the sensitivity of q (C) to random

measurement and computational errors.

These circumstances probably explain the small number of

studies devoted to solution of the problem of determining the

q ( ) profile, although there is no fundamental difficulty in

applying to this problem the regularization methods examined in

Chapter 6. In the present chapter we shall present some results

of q (C) determination given in [2-5], and we shall also examine

several proposals for determining other humidity characteristics

from self-radiation measurements from satellites.

§ 2. Iteration Method

The possibility of simultaneous determination of the vertical

temperature and humidity profiles from measurements of the Earth's

self-radiation in the CO2 and water vapor bands is examined by

Smith in [4, 5]. For this purpose,/Smith uses the so-called

iteration method of solving inverse problems. In accordance with

this method the T (5) and q ( ) profiles are specified by analytic

expressions

T() = Tox5" '  (0.95 < t < 1); (7.3)

T(t)= T(0.95)tt x
'  (C rg 0.95);. (7.4)

q (t) = qox  ' (t < < 1), j (7.5)

where To, qo, x -- Rg/lyl, x2 = Rg/y2, x 3 are unknown parameters of the

approximations (7.3) - (7.5); R is the gas constant for dry air;

g is the gravity acceleration; Y-= -aT/az; t, is the pressure at the
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tropopause level. For temperature inversions in the atmospheric

boundary layer of thickness 50 mbar,lthe approximation for q (T)

is given in [31 by the expressions

qo
q( )= (o) u, [T()] (0.95 1); (7.6)

- q(,) (7.6)

= (0.95) (I 0.95); (7.7)

here us is the relative humidity as a function T (?).

Thus,lthe problem of reconstructing T (i) and q (W) is reduced

in [4] to determining five unknown parameters from the system of

transcendental equations obtained upon substituting (7.3) - (7.7)

into (6.1), (7.1), (7.2) for the five spectral intervals in which

the values of I are measured (in [4] it is proposed that the
v -1

1190-1250; 930-970; 750-810; 730-750; 510-550 cm spectral inter-

vals be used, centered respectively at 8.2; 10.5; 12.8; 13.5,

18.9 p). By varying each of the unknown parameters of (7.3) -

(7.7) the author of [4] obtains best agreement of the radiation

intensities Ie and Ic, measured and calculated from (7.1), (7.2), /225

respectively, for each iteration step.

002-

o •-J

. oo - oo0 ,. 00

Figur I. . g/g/kg g 0_ g
ZW Z? Z'M AM 2o zzo z ao Zn' r-X

Figure 7.1. Reconstruction of T (r) and q ( ) profiles in [4] by
iteration method

a- using closed scheme; b- using balloon measurements; 1- recon-

structed profiles; 2, 3- profiles measured at 12.00 and 18.00

hours, respectively

385



In [4] the following iteration process is realized; first

the underlying surface temperature To is selected so that the

value of I in the 10.5 1 "window" coincides with I to within
c e

measurement errors. Taking this value of To as the first approxi-

mation, the author of [4] varies the parameter NxJ, characterizing

the temperature gradient in the free atmosphere, until Ic is close

to Ie in the 10.5 and 13.5 1 spectral intervals. The parameters

k12, qo, and a3 are selected similarly on the basis of IV measure-

ments in the 12.8, 8.2, and 18.9 p spectral regions, respectively.

As an illustration of the proposed method,the author of [4]

presents examples of reconstruction of inversion-type T (C) and

q (C) profiles using the closed scheme (Figure 7.1 a) and using

I spectrum measurements obtained with the aid of a balloon inter-
-1

ferometer [6] (see also [2.35]) with spectral resolution 5 cm

(Figure 7.1 b). We see from the figure that the error of T (C)

and q (C) reconstruction by the iteration method using the closed

scheme does not exceed 2' for T and 0.2 g/kg for q even for such

a complex profile structure. However,we must bear in mind in this

reconstruction the author of [4] was forced to specify the

boundaries of the layers in which the corresponding approximations

(7.3) - (7.7) are acceptable. Since this information is lacking

under actual conditions of I v,measurements from satellites or

balloons,l. the use of these approximations does not ensure very

reliable reconstruction of the T (C) and q (C) profiles. This

shows up clearly in Figure 7.1 b, which indicates that the

empirical profiles cannot be approximated by (7.3) - (7.7) with

adequate accuracy. Therefore the reconstructed profiles (partic-

ularly in the lower layer of the troposphere) differ markedly from

the initial profiles.

In this connection [5] suggests an improved scheme for

determining the profile approximation parameters when using the

described method. This improvement includes determination of an
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optimum level ?o, separating regions of use of T () with two

different temperature gradients, whose profiles are represented

in [5] as follows

T (t) = c,+ -c, In (o < ); (7.8)T () = c +C e In o + c ln- ( Co (7.9)

where cl = T (1), c2, c 3 are constants subject to determination.

In [5] an algorithm is also proposed for the iteration method of

determining these constants, which reduces to solving systems of

algebraic equations

3

c1 o)D- = Fk- (vi , 2, 3, 4) (7.10)=1 u I (7.10)

for successive k-th parameter iterations ej/ . The coefficientsl /226

and right side of (7.10) are found by substituting (7.8), (7.9)

into an equation of the form (6.1) and (7.1) and making some

elementary transformations. Here
rO. o,(g) 8B 'k-1 IT (1)]Fk-1) = I., + 11 L %

--B) T(1)) P,(_); ' (7.11)

p8Bkl)1)

vl = OT '

1 r. (7.12)

D 2 d d-t_ S dv-) (t)dt ,D(-) - k- ) (C) d(, D -. 5 -1 (C) d,
where

d - ) P (-) __ ] . B9BSk-1[Ty.
SG) aT B' = B,(T,).

We see from (7.10) - (7.11) that c(k) will be functions of

the quantity Co, which in [5] is determined from the condition of

a minimum of the functional

S[I, - ],  (7.13)
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where I is the Earth radiation, calculated at each step from the

reconstructed temperature profile T (r). For determining the

constants C 1 , C2 , C3, 0 [51 proposes using measurements in the

spectral intervals 825-975; 740-780; 730-770; 717.5-757.5; 500-570 cm-1,

centered at 11.1; 13.1; 13.3, 13.6, 18.7 p. I

It should be noted here that the condition (7.13) as a

criterion of incorrect problem solution convergence to the initial

profile does not in itself ensure obtaining a physically meaning-

ful solution. As was shown in Chapter 6, additional information

is necessary to permit obtaining regularized solutions for which

closeness of Tk () to T () follows from statisfaction of the

criterion (7.13). In fact, in solving the system of Equation (7.10)

the author of [5] encounters incorrectness of the subject problem,

which shows up in poor conditioning of the system (7.10).

The Phillips-Twomey method [6.17, 6.18] is used in [5] to

regularize the solution of (7.10).

For determining the constant ha3, describing the humidity

profile (7.4), [5] uses I in the 18.7 p spectral interval.

Representing the k-th approximation of the transmission function

Ma wk-1()

where wk (C) is the effective water vapor mass for the k-th

approximation qk (c), and substituting (7.14) into (7.1), the

author of [5] obtains the following expression for determining

qk ()

((n+x, +) [I, 7(k-1)) _
k Gq- 1 ()eXP (7.15)
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where /227

aB ( -1) iT()] - P(v-p(k-1) ( d. (7.16)

The iteration process for qk (r) using (7.15) is continued in [5]

until the conditions (7.13) and

1 T d 0.250.

are satisfied simultaneously for the Tk ( ) approximations. In

this case the regularization parameter is selected so that the

sum (7.13) does not exceed the variance of the I measurement

errors.

.- _ _ _ _ ._ _ b'

6 ' / /2 24 Z'f 6' 9 J/ 6 /2Z/9 2 /kgl
I I . 1 , 1 1 I I I I I I I I I I I

Figure 7.2. Examples of vertical temperature and humidity profile
reconstruction by the iteration method of [51 from I, measurements
[6] at 07.30 (a) and 10.09 (b) hours

1- reconstructed profiles; 2- initial approximations of To (C)
and qgo (C)profiles; 3, 4- measurements of T (C) and q (C) at 06.001
and 12.00 CST, respecTively

The successive approximation method was tested in [51 using

data of balloon radiation spectra measurements [2.35, 6]. The

results of T (C) and q (C) profile reconstruction using these data

are presented in Figure 7.2. The choice of regularization para-

meter by the author of [5] was made using the Twomey method [6.18]

on the basis of the I errors. The zero approximation was taken

as: temperature To (1) constant with height and equal to the

radiation temperature measured in the 11.1 U window, total water
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TABLE 7.1. RELATIVE DIFFERENCES OF THE RADIATION INTENSITIES,

MEASURED (I e ) AND CALCULATED (Ic) FROM THE

RECONSTRUCTED T (C) AND q (5) PROFILES*

', Fl I a (5) Le (8)  , e (8) (3)

11,1 .- 0,3 - -0,1 0,0- 0,6
13,1 0,5 0,5 0,5 -- 0,4
13,3 0,1 -0,5 -1,0 -1
13,5 -0,5. 0,2 0,5 1,2
18,7 0,5 0,5 0,4. -0,1

1,5 -27 -5,7 -27

* Translator's note: Commas in numbers represent decimal points.

Note. (EI = (Ie - I c)/Ie )100%; [Es = (we - e c/we )100%;we., w. arel

the experimental and calculated water vapor masses. Numerals in
parentheses are number of iterations.

vapor mass w 0 = 6 cm, parameter J13 = 2.6. We see from the figure

that quite satisfactory T (C) and q (C) distributions were obtained.

Most significant were the errors in the atmospheric boundary

layer (deviation of the reconstructed humidity from the initial

value reaches 30% at the ground level). The large errors in

Figure 7.2 b are explained in [5] by the initial data errors.

However we see from Table 7.1, which presents a comparison of

the radiation values measured (I e ) and calculated (Ic),Ifrom the

reconstructed T and q profiles, that the difference between I c
and I does not exceed 1%. Therefore it is still not clear

why, for approximately the same differences Ie - Ic quite large

differences of the reconstructed profiles and even differences

of the total water vapor mass w (1) were obtained in [5] (according

to the author of [5] the accuracy of w determination is intimately

connected with temperature profile reconstruction accuracy).

This high sensitivity of the iteration method to initial data

errors is probably a consequence of inadequate solution regulari-
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zation. However the most significant drawback of the method is

the fundamental impossibility of determining the real vertical /228

profile variations, which are not described by fixed functions

of the form (7.3) - (7.7). Since these q ( ) variations are

actually random functions of altitude, to determine the solution

it is necessary to apply statistical regularization methods with

use of apriori information on the vertical structure of the

specific humidity variations.

§ 3. Application of Optimum Parametrization Method

In order to apply the statistical parametrization method

(see Chapter 6) to the integral Equation (7.1) it is necessary to

linearize this equation relative to the function w (C), connected

with the sought function q (r) by the relation (7.2). Since the

humidity ,profile variations q' (C) are of interest for problems of

terrestrial atmospheric physics, it is natural to represent the

sought function in sum form

q ( q) ()+ q' (Q, W () = w; () +' (G); (7.17)

w ()= wO tx(t)dt, w'(5) = w Stxq ' (t)dt. (7.18)
0o

Here q ( ) is the mean profile, determined for the given region

of the terrestrial sphere by statistical processing of aerological

sounding data (see § 3 of Chapter 3).

Substituting (7.17) into (7.1) and considering only the

first two terms of the expansion

.p9 [w ()]
) + W (1 [1 + w ()+..., (7.19)

we obtain the following integral equation, linear in w' (r)

= B, [T (i)] Op[ ()] (1) ) B [T( a ()1 ) (7.20)
aww3 (7.20)

0
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where f = I - I ; I is the radiation intensity for the mean

profile q (5) (I is obtained by substituting into (7.1) w ( )

in place of w (C)).

It Should be noted that the derivatives of the transmissionj /229

function with respect to w in (7.20) have singularities for w = 0

which are integrable with account for the decrease of w' (c) as

C' 0. For example, if the transmission function is given by

(1.16) or (1.20), respectively,

aP [w ()] , xp (7.21)
aw [2nlw (t)]'/'

OP, [w (5)1 (7.22)
w -ap [()]-exp {- a [w()

Since choice of transmission function form is not of funda-

mental importance for clarification of the methodological questions

of solution of the integral Equation (7.20), in the closed inverse

problem solution schemes we can use the quite simple formula

(1.16) with the well-known generalized absorption coefficients

Z (see Table 2.1). This expression for P was actually used in

[2, 3] in examining the capabilities of the optimum parametriza-

tion method in the problem of determining the vertical atmospheric

humidity profiles. For determining q (r) from the experimental

I data it is advisable to use the transmission function in the

form (1.20) with the empirical coefficients a and B presented

in Table 1.3.

Since q' (r) is a random function of C, the systems of

empirical orthogonal vectors pk (ri) presented in § 6 of Chapter 3
were taken in [2] as the apriori information for its determination

from (7.20) by the optimum parametrization method with account

for the equalities (7.18). We recall that these systems were

obtained by statistical processing of aerological humidity

sounding data at six standard levels i above continental and

oceanic stations (see § 3 of Chapter 3).
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Examples of the first three empirical vectors for these

stations are shown in Figure 3.16. Analogous systems of vectors

for a large number of levels i were obtained from high-altitude

aerosounding data [3.9, 3.26]. These systems were used in re-

constructing the q' (r) profiles in [2, 3, 7].

We see from Table 3.5 that the first three eigenvectors

provide approximation of any realization with an error not

exceeding 5%, regardless of which station data were used to obtain

the empirical orthogonal vectors. Setting

q' ( ) = c c] ct, ( j) (7.23)
k=1

and substituting (7.23) into (7.18) and (7.20), we obtain the

algebraic system of equations for determining the coefficients ck

SDkCk ( = , 2,.. ), (7.24)
k=1

where

ap" 17 (1)] B,1[T aPV 1W (0)D = B, [T(1)1 OPw ()] T- k () d; (7.25)

0'Fc() = StxPk (t)dt" (7.26)
0 - "-- -

If the number of v intervals does not coincide with the number of

basis vectors,lthe system of equations (7.24) can be reduced by

the least squares method to the system /230

]Pr,c, = F (j = 1, 2 ... , n),' (7 27)
k=1(7.27)

where

IJC E DjDvk; Fj = vfD,j. (7.28)
v=1 . V=1 v3

The solution of (7.20) was obtained using the following

closed scheme. For given T ( ) and q (r) realizations and for
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the mean profile q (C), using formula (7.1) with the transmission

function (1.16) we calculated I and I in different spectral

intervals 25 cm wide of the 6.3 p band.

3
Examples of the spectral variation of I and I (in 10 cal/

2 V V
cm *min*sr) for two q (C) realizations from aerological soundings

at the Bismarck station (7 and 11 July), used in [3.34] to obtain

the empirical orthogonal vectors, are presented in Table 7.2.

TABLE 7.2*

V, C-

1241 1262 1287 1312 1337 1362 1387 1412 1i37 I1462 1487

1, 9,14 8,42 7,47 6,31 4,96 3,80 3,35 1,91 1,38 0,91 0,40

.VII 1, 8,77 7,98 6,98 5,79 4,52 3,45 3,04 1,75 1,29 0,88 0,43

1, 12,08 10,96 9,52 7,75 5,84 4,34 3,82 2,30 1,77 1,27 0,69
1, 12,13 11,03 9,60 7,85 5,97 4,45 3,91 2,21 1,63 1,12 0,56

* Translator's note: Commas in numbers represent decimal points.

These datatogether with the vertical valriation of the functions

APv= (aPv/O)A for several regions of strong, moderate, and weak

radiation absorption in the 6.3 p water vapor band (Figure 7.3),1

illustrate clearly the connection between the radiation in the

various spectral intervals and the humidity and temperature at

the corresponding levels.

Considering I and I, as known functions of v and assuming

that the T (c) and q (C) profiles are also known, it is not dif-

ficult to obtain with the aid of (7.24) or (7.27) the coefficients

ck of the expansion (7.23)

C= D-,v (k 1,2,..... n) (7.29)
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or

C. = r, F (k = , 2 .. ) (7.30)
j=1

-  -1Here D and Fjk are elements of the corresponding inverse matrices.

Examples obtained in [2] of q (C) profile reconstruction using

the indicated scheme by the optimum approximation method are shown

in Figure 7.4. Of interest is the large difference between the

initial and reconstructed q (C) profiles in the lower layer of

the atmosphere. This is associated primarily with double smoothing

of the function q (C) when integrating (7.2) and (7.1), as a result

of which the strong q (r) profile variations which occur in these

layers do not show up properly in the variations of the spectral

distribution of the radiation I . Moreover, the variations q' ( )

are comparable with the mean profiles q (c), which does not permit

retaining in (7.20) only the linear terms of the expansion (7.19). /231
Therefore refinement of the solution of the linearized Equation

(7.20) is required.

Figure 7.3. Examples of vertical Figure 7.4. Examples of secific
variation of weighting functions humidity profile reconstruction
in (7.1) q (5i) using three eigenvectors

1-3- X = 8.06; 7.48, 7.21 p, k (Ci)
respectively 1, 2- initial profiles of 7 and

11 July, respectively; 3, 4-
reconstructed profiles; 5-
mean profile
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Examining the resulting ql ( ) and wl (c) as the first approx-

imations of the solution of the nonlinear Equation (7.1), we apply

to (7.1) the Newton method as extended by Kantorovich [8] to

nonlinear operators and find the next approximations q! (C) and

w! (r). In [2, 3] this procedure was carried out for (7.1) with

the transmission function (1.16). Successive approximations of

the coefficients ck of the expansion (7.23) were determined

directly; this expansion is conveniently written for w' (c) as:

W' (o = C.'{ ().
k=1

We rewrite (7.1) in the form

G, (c.) B, [T(1)] P, [e (1) - cY, k (1)]£

0 k=1

We consider (7.31) to be a nonlinear equation in the coefficients
(1)

Ck, as the first approximation ck for which we take the solution

of the linearized Equation (7.20).

The following approximations ck can be found from the

equation

G,[ ] [ckl)c cc] G, S) 0 ( i1, 2 ,...), (7.32)
k=1

where n /232K,, [cj]  =
k Lk=1

1 n

0 k=1
apX (X)
ax ax

X=X(Q

are derivatives of the operator G in the Frechet sense. It is
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not difficult to note that the coefficients (7.33) are equal to

the coefficients (7.25) of (7.24),\if in (7.33) we set c(  = 0.
For simplicity of the calculations in obtaining the successive

approximations ck we can take in (7.32) the same coefficients

8G, [c) 1iOchl , altering only the free terms G [c], which for j = 0
coincide with f of (7.24).

S+ b(

9 * 2, 9 ' d 9 /#g/kgj
Figure 7.5. Examples of determining q (Ci) by the Newton-Kantoro-
vich method for the q (Ci) realizations shown in Figure 7.41

a- 7 July; b- 11 July. Notations same as in Figure 7.4. 3'-3"
and 4'-4" are successive approximations using (7.32)

The second and third approximations of q (C), obtained as a

result of solving (7.32) with j = 1 and 2, are shown in Figure 7.5.
They improve somewhat the vertical distributions q (r) in the

lower layers of the atmosphere, however the errors of q (C) profile
reconstruction in the boundary layer still remain significant.

These errors are associated with the errors of the direct calcu-
lations of I and TI using (7.1) and inversion of the problem by

solving (7.32). However,1they may be considered random errors of

the known function f V. Assuming that these errors are uncorrelated

with respect to v and are given by the variance a2 which is inde-
pendent of v, it is not difficult to obtain the error amplification

coefficient

q ,i (7.34)
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where a (Ci) is the mean square error of q' (ti) determination

by the optimum parametrization method.

The error amplification coefficient can be obtained by

representing q' ( i) directly in terms of elements of the inverse

matrices of (7.24), (7.27), or (7.32). For example, for (7.24)

n N

I k~ l v-- .(7.35)

Assuming that f/ = (f,)v> + and q' ( i) = <q' ( j)>+ 6 (t)!, where < > /233

denotes averaging over all realizations of f measurements and

solutions q' (oi) of the (7.20) and cv and 6 () are random

errors with variances indicated above, we obtain from (7.35) the

relation (7.34), where

N n n

KQ GO = 2 D-kD;o'*Pk (W *1 (7.36)
v=1 k=1 l=1

The error amplification coefficient K (i), calculated from

(7.36) at each level i, is presented in Table 7.3.

TABLE 7.3. ERROR AMPLIFICATION COEFFICIENT*

i n= N =3 n=3, N=8 n= N =4 n=4, N8

1 6,2 5,4 26,5 8,5
0,25 7,6 2,5 29,3 2,5
0,7 5,0, 1,8 21,0 2,0
0,5 0,61 0,32 6,3 0,32
0,4 0,40 0,08 2,9 0,10
0,3 0,13 0,05 0,76 0,00

STranslator's note: Commas in numbers represent decimal points.

We see from the table that the K are largest for the atmos-

pheric layer near the Earth (Kq ; 6). Above the 500 mbar level

398



K (ri) diminishes sharply, which is explained by decrease of the

eigenvector components. If the number n of basis vectors k
increases (n = 4) K increases sharply, reflecting solution in-

stability.

Increase of the number N of intervals in which f is known

and application of the least squares method for solution of the

corresponding equations lead to some reduction of the coefficient

K (see Table 7.3 for N = 8) thanks to the smoothing effect,

although the solution itself is not always refined in this case.

The latter circumstance is associated with the fact that use of

different segments of the water vapor absorption band does not

bring any additional information on the distribution of q in the

troposphere. In fact, for the strong absorption region the

transmission function of (7.1) becomes disappearingly small in

the lower layers of the atmosphere (see Figure 7.3). However,l

in the weaker absorption region the quantities f for different

v carry practically the same information on q' (ci) at the

corresponding levels.

The humidity reconstruction errors will be significantly

smaller if we determine the vertical distributions of the effective

mass w (c) or its variations w' (C) directly from the integral

Equations (7.1) or (7.20). In fact we see from Figure 7.6, which

shows the results of w (C) profile reconstruction using the closed

scheme for the q (C) realizations shown in Figure 7.4, that even

in the second approximation the reconstructed i (C) practically

coincide with the initial w (t). It would appear that by dif-

ferentiating ' ( ) with respect to C in accordance with (7.2)

we could obtain a more exact q () profile. In reality even

small differences between ' (C) and w ( ) lead to marked errors

q (r), particularly in the atmospheric boundary layer.
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Analogous results are obtained if we apply the optimum

parametrization method to q (C) determination using direct balloon

measurements of the radiation I [2. 35, 6] in the water vapor

band. The q (C) vertical profiles were also measured by radio-

sondes during the balloon ascents. Examples of these profiles

taken from [51 and also the results of q (C) reconstruction by /234

the iteration [5] and optimum parametrization methods are shown

in Figure 7.7.

LI/

e f-

Figure 7.6. Reconstruction of w (r) profiles for the vertical
distributions shown in Figure 7.4 Notations same as in Figure

ments above Palestine on 8 May 1966 E2.35b

400

' . *d 1a.. 9 .. f Cig/kg

Figure 7.7. Examples of q (r) profile reconstruction from measure-
ments above Palestine on 8 May 1966 [2.35]

1- iteration method [51; 2- optimum parametrization method [3];
3- radiosonde measurements of q (r); a- at 8.10 CST; b- at
13.12 CST
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The quite complex structure of the initial q ( ) profiles,

particularly in the atmospheric boundary layer, leads to large

errors in reconstructing the humidity profile by [5] method. We

see from Figure 7.7 that the optimum parametrization method

provides better approximation, however the errors in the atmos-

pheric boundary layer are still significant. These examples

illustrate once again the limited capabilities of the subject

methods for the problem of determining q ( ) with the required

accuracy.

One possible reason for the indicated drawback of the optimum

approximation method is the very high information content of the

first and second eigenvectors for the humidity field (see Table

3.5), as a result of which quite good reconstruction of the q' ()

profile can be achieved with the aid of 2-3 vectors, except for

the atmospheric boundary layer. However addition of the subsequent

eigenvectors, describing the fine-scale structure of the q' (r)

profiles, not only does not improve the approximation in the boundary

layer, it actually leads to considerable instability of the

inverse problem solution. In other words, the optimum parame-

trization method, just as in the thermal sounding case, does not

yield an objective criterion for selecting the required number of

empirical functions for an individual realization of the q (C)

profile. Therefore for the unclosed problem solution schemes we

apply the statistical regularization method [6.35] together with

a priorilinformation on the vertical structure of the atmospheric

humidity field, represented in the form of correlation matrices

for q' (C).

§ 4. Application of Statistical Regularization Method /235

In direct application of the statistical regularization

method to the linearized Equation (7.20) we run into the difficulty
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that the finite-difference analog of (7.20) is a system of alge-

braic equations in the effective water vapor mass variation

vector {w! = w' (ri)}

1-1

Here

K, IT aw (7.38)

and 6 is the overall measurement and the mathematical trans-

formation error characterized by the variance a . Therefore only

w' (Ci) is determined directly from (7.37). The a riori information

required for determining w' (Ci) can be obtained either by statisti-

cal processing of integrals of the form (7.2) of random profiles

q (ci) or by integrating the correlation matrices Kqq

K ,,(5 ) , = S Kqq (t, u) dt du. I ( 739)
oo0

In both cases interpolation between the standard levels i, j

at which the q profiles are measured is unavoidable. An example

of autocorrelation matrix K calculation using (7.39) and
ww

directly from the random w (C) profiles showed that the matrix

elements obtained by the two techniques coincide at all levels

except for Ck S 0.4. The quite close correlation between the

variations w' (ci) up to high altitudes (Figure 7.8) gives a basis

to expect that the reconstructed w (i) profiles will be close to

the initial profiles. Using the matrix Kww for statistical reg-

ularization of the system of Equations (7.37) and constructing

the system of regularized equations of form (6.42) - (6.43),

it is not difficult to determine the vertical profiles w' (ri)

and their reconstruction error a .(Ci).
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The profiles wl (i) = w (i) + w (51) obtained in this way,

considered as the first approximation of the nonlinear problem,

can be refined with the aid of the Newton method [8] applied to

(7.1). In fact, representing (7.1) in functional form for the

(j + l)-th approximation wj+ 1 ()

G, (wj+i) - B [T (1)] P, {w (1) + [wj+, (1) -- wi (1)1} -
(7.40)

SB, [T (Q)] P, (Wj( ) + [ws+ () - wi ()]} dt - I, 0 0

and assuming that w - w. = w! - w' are sufficiently smallj+l j+1 j
quantities for all C, we obtain the system of equations for

determining w!+1 (ri) from the previously found approximation

w!

Sp, [w (1)]
B,(1) aw wi

-B i, B , wij+l() - w,(l) d = I,- I,
0-

where I() is obtained by substituting in (7.1) w. (?) in place
V

of w (r). It is easy to see that for j = 0 (7.41) coincides with

(7.20) if we set wo (C) = w ( ) and wl (5) - 0.

The algebraic system for (7.41) will be analogous to (7.37) /236

except that the corresponding matrix elements and free terms will

have the form

* iP= =B ,T(1 ) (Wj)- (O1) VP[w (7.42)

fv = B, iT(1) ] a. w 0- i (1) - Bv [ T au1 w, ( )J di
0

The convergence of the iterations with respect to j follows from

the general requirements on the operator G , which are satisfied

in the subject case. Examples of w ( ) and q ( ) determination

by statistical regularization of (7.37) - (7.41) using the closed
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scheme AI and using I [2.351.measurements (unclosed scheme A2)

are shown in Table 7.5 and Figure 7.9.

Figure 7.8. Correlation coefficient rww (ck' i) calculated

from effective water vapor mass realizations (7.2)

o.7- -

Z 96 .Y / ' . .g/kg .

Figure 7.9. Examples of vertical profile q (5) reconstruction
from Iv measurements above Palestine on 8 May 1966 [2.35] by

statistical regularization [3]

a- at 8 30; b- at 13.121; 1- initial profile; 2- profile re-
constructed using closed scheme Al; 3- using unclosed scheme
A2 ; 4- mean profile
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It is not difficult to see that the w (C) profile reconstructed

using the closed scheme practically coincides with the initial

profile. In the unclosed scheme the agreement of w. and w is
in rec

also quite satisfactory, although the error of w (C) reconstruction

in the surface layer may reach 10%. However, even these errors

are significant when we turn to determinations of the profiles

q (C) or their variations q' (C), obtained from w (C) by differen- /237

tiating with respect to C in accordance with (7.2). In fact, we

see from Figure 7.9 that in the surface layer it is not possible

to approach an initial distribution q (C) having a large gradient,

regardless of whether the closed or unclosed scheme is used.

However,in all cases the statistical regularization method provides

more exact and reliable reconstruction than the iteration [5] and

optimum parameterization [3] methods.

Increased accuracy of the local concentration q (C) deter-

mination, including the atmospheric boundary layer, can be achieved

by combining the optimum parametrization and statistical regulari-

zation methods. If we represent the q' (C) profile in expansion

form (7.23) and apply the statistical regularization method to

the system of Equations (7.24) relative to the coefficients ck,
which are random numbers, then the probability density (6.38)

characterizing the a riori ck distribution will have a very simple

form. In fact, the corresponding correlation matrix ckcl will be

diagonal, since *k (Ci) in (7.23) are eigenvectors of the auto-

corr'elation matrix B (ci, C ) and

CkCk X kI

where Ak are the eigenvalues of the matrix B qq. In this case the

distribution (6.38) is written in the form

I ( c) T (7.43)P ( k = 1 ( 2 ) n/2 k =1 - - c2 ".

The system of equations of the type (6.43) for determining the

mathematical expectation <ck> from the distribution (7.43)
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TABLES7.4. EXAMPLES OF RECONSTRUCTING THE PROFILES OF wj(5)

(w IN cm OF CONDENSED WATER) BY STATISTICAL REGULARIZATION

BASED ON MEASUREMENTS OF I + 2.35

Time of measurement
8.30 13.12

SIin [ "As * WA, At

1 1,99 2,47 2,39 2,59 2,16 2,11 2,09
0,95 1,62 1,98 1,97 2,14 1,71 1,72 1,71
0,9 1,28 1,61 1,59 1,73 1,33 1,38 1,36
0,85 0,97 1,24 1,24 .1,34 1,02 1,06 1,03
0,8 0,71 0,93 0,93 1,0 0,75 0,80 0,75
0,7 0,33 0,48 0,45 0,46 0,39 0,38 0,33
0,6 0,13 0,23 0,16 0,16 0,17 0,13 0,12
0,5 0,05 0,088 0,05 0,05 - 0,055 0,042 0,045
0,4 0,02 0,014 0,016 0,016 0,009 0,015 0,018
0,3 0,004 0,001 0,002 0,002 0,001 0,002 0,004

• Translator's note: Commas in numbers represent decimal points.

Vi,( )  Fj > ---1,.2,...,n),] (7.44)
k=1

where

_ .DD,, ' , 6 ) j { , +=]=k,. (7.45)
v=-1 v vl Ov

makes it possible to obtain the sought solution /238

q'() <c ) (7.46)
k=1

The system (7.44), (7.45) gives a very clear picture of the

filtering of the high-frequency k (i) harmonics, to which there

correspond coefficients ck of sufficiently large numbers k. In

reality, since the Xk decrease very sharply with increase of k

the corresponding terms in the coefficients rjk (7.45) will increase

strongly. This actually means that the coefficients <ck> of the

high-order eigenvectors in the expansion (7.46) are of order Xk

(<ck> kF,. (7.47)
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This permits filtering out the strongly oscillating harmonics,

which is precisely the objective of incorrect problem regulariza-

tion.

* K

o. z 4 le g/kg l

Figure 7.10. Reconstruction of q (r) profile by combining the
parametrization and statistical regularization methods

Notations same as in Figure 7.9

.z0

01

/ .. / / /og/kg

6# • bl

Figure 7.11. Examples of determining profiles of specific (a)
and relative (b) humidity after [6.42, 9]

Points are radiosonde data

An example presented in Figure 7.10 of q ( ) profile recon-

struction by the described method on the basis of the previous
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six-variate vectors k ( i) shows, however, that significant re-

finement of the q ( ) profile in the atmospheric boundary layer

can be obtained with more detailed alriori information on the

vertical structure of the q (C) profiles at these levels, differ-

entiated with respect to geographical zone and season.

Some idea of the real accuracy is given by the first results

of joint q (C) and T (r) determination from radiation spectrum-i
measurements in the 5-20 micron region with resolution of 5 cm-

aboard the Nimbus 3 satellite using the IRIS interferometer

[6.42, 9]. Two methods of q (C) reconstruction proposed by

Conrath [10] were used in these studies: the iteration method

of determining the parameters for approximating q (C) by polynomials

(Figure 7.11 a), close in concept to the Smith method (see § 2),

and the statistical regularization method using the correlation

matrix for the relative humidity u (C) (Figure 7.11 b). Examples

of q () and u (C) determination using these measurements, shown /239

in the figure, illustrate the errors of local humidity reconstruc-

tion by the indicated methods with initial data error of about 1%.

On the basis of this analysis we can conclude that the

statistical regularization method with use of the statistical

characteristics of the humidity field vertical structure makes

it possible to determine quite satisfactory integral humidity

profiles w (r). However,lthe local humidity is obtained with notice-

able error even for small discrepancies which do not cause the

radiation Ivr error to exceed 1-2%. In the subject problem the

question of errors (particularly in the transmission function)

is very important for its actual solution. Therefore we shall give

some estimates of the humidity determination errors for the

problem solution cases described above.
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§ 5. Analysis of Humidity Determination Errors

The mean square error ow ( ) of vertical profile w ( )

reconstruction is connected with the mean square error a I (v),

the equation kernel, and the correlation matrix K by a relation

of the form (6.44). As is shown by examination of the errors for

the w (C) profiles, presented in Table 7.4, reduction of a I (v)

leads to reduction of aw ( ), however the error Ew ( ) of a specific

w (C) profile reconstruction may even increase in this case (a

similar result was obtained in Chapter 6 in reconstructing the

temperature profile).

The reason for this seemingly paradoxical result is that

although reduction of the error aI permits in principle profile

reconstruction with increasing accuracy, actual refinement of the

solution requires corresponding accuracy of the equation kernel

and computational scheme, and also a finer characteristic of the

sought function structure in comparison with the autocorrelation

matrix Kww (ri' rj). If the error a I is not reconciled with the

indicated factors, the profile reconstruction error cw ( ) =

wrec - w.in will be determined by the actual error EI (v), associated

with error of the kernel and computational scheme. This is

important in estimating the errors of temperature and humidity

profile reconstruction from experimental I data with known measure-

ment error I. Small quantities aI do not guarantee obtaining a

solution close to the true solution if we do not ensure equally

small calculation errors and errors of the kernel of (7.1). The

latter factor is particularly important for the problem of deter-

mining the humidity q ( ) or other absorbing substance from the

radiation I because of the absence of reliable data on the real

radiation absorption in the atmosphere. This situation is

illustrated by the data of Table 7.5, in which for several relative

errors a /I there are presented the relative errors aw/ / w/W at
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different levels i.. These data show that the minimum Ew (Ci)

are achieved with the following optimum values of al/I: 2% for

the 8.30 case and 5% for the 13.12 case (although aw in these

cases are far from minimal). We see from Table 7.6 that for the

computational method used above the differences between the

experimental values Ie, from which the profiles were reconstructed,

and the values I c , which were calculated from the true humidity

profiles with use of the given kernel, were somewhat higher in

comparison with the measurement errors indicated in [2.351]. In

the 8.30 case the difference I e - I c varies in the range from 1
v v

to 5% and in the 13.12 case from 3 to 10%. From the viewpoint

of the inversion method used these differences are the actual errors

SI of the right side of (7.1).

If we now take an error aI which is low in comparison with

the actual error :I the weight of the unregularized term associated

with the equation kernel in the system coefficients increases.
-1

For large a I , conversely, the weight of the regularizer K ww which /240

reflects only the general structure of the solution increases.

In both cases the reconstruction error will not be optimal. How-

ever if the assumed error aI is commensurate with the actual

method errors, which are characterized by the differences I - I c

V V

the optimum regularization condition is met and the error sw

becomes minimal.

As in the problem of determining the temperature profiles,

the most critical aspect of all the q (C) reconstruction methods

is accounting for the real IR radiation transmission by the

atmosphere. At the present time several techniques are being

proposed for taking into account broken cloud cover, based on the /241

assumption that clouds radiate like black bodies and on using

additional information on the distribution of cloudy and clear

regions which fall in the measuring instrument viewing field (see,

for example, [4, 5, 9, 11]). The examples presented here of
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TABLE 7.5. CONNECTION BETWEEN a /I, w/w, AND w /w

(IN %) WHEN USING THE STATISTICAL REGULARIZATION METHOD*

a/Il = i% i/I = 2% i/I = 5%

aw/w al/w a,/w /w a W/w ~ oW

8.30 13.12 8.30 13.12 8.30 13.12 8.30 13.12 8.30 13.12 8.30 13.12

1,0 6,4 7,4 4,8 20,9 8,1 9,3 0,4 11,5 10,1 11,6 8,1 3,3
0,95 6,1 7,0 8,0 26,4 7,6 8,8 3,7 15,8 10,8 11,7 5,6 0
0,9 5,0. 6,0 7,4 30,8 6,8 8,3 1,9 19,6 11,9 12,0 7,5 2,3
0,85 4,8 5,8 8,1 34,4 7,5 7,9 2,4 18,9 10,7 11,9 8,0 1,0
0,8 4,3 5,3 7,5' 30,6 .6,5 8,0 2,1 4,0 9,8 12,0 8,6 0
0,7 4,2 5,1 4,2 2,7 6,3 7,7 8,4 5,2 10,7 12,8 16,5 15,5
0,6 6,3 5,9 30,4 .35,3 6,2 7,1 30,4 29,4 9,0 11,8 30,2 29,4
0,5 5,0 7,3 37,6 41,9 6,3 9,1 37,6 30,9, 9,5 10,9 32,6 18,2
0,4 7,1 11,1 43,0 0 10,7 16,7 43,0 22,2 14,2 22,2 43,0 55,2

* Translator's note: Commas in numbers represent decimal points.

TABLE 7.6. RADIATION MEASURED BY RADIOSONDE (Ie) (8.30 | AND
v

13.12 ON 8 MAY 1966 [2.35]) AND CALCULATED (Ic)*

8.30 13.12

1241 8,87, 8,95 9,58 9,57
1262,5 6,21 6,49, 6,33 , 6,91

/ 1287,5 6,00 . 6,05 6,19 6,43
.1312,5 5,67 . 5,71 5,91 6,08
1337,5 4,63 4,70 4,77 5,00
1362,5 4,37 4,41 4,86 4,70
1387,5 4,01 4,03 4,59 4,30
1412,5 4,00 4,03 4,57 4,30
1437,5 . 2,98 2,92 3,41 3,17
1462,5 2,33 2,28 , 2,80 2,50
1487,5 1,65 1,72 2,16 . 1,90
1512,5 1,41 1,38 1,35 1,53

*Translator's note: Commas in numbers represent decimal points.
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successful q (r) profile reconstruction under cloudy conditions

are promising. However, as noted in [9], application of these

techniques to q ( ) determination from I measurements aboard the

Nimbus 3 satellite does not yield satisfactory results in most

cases.

It appears to us that the resolution of this extremely

complex question lies in using the data on the three-dimensional

structure of aerosol radiation attenuation in the iterational

process in § 9 of Chapter 6.
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CHAPTER 8

DETERMINATION OF UNDERLYING SURFACE AND CLOUD TEMPERATURES

§ 1. Problem Formulation and Basic Relations

One of the important and most urgent problems of optical /242

sounding from satellites is that of determining the underlying

surface and cloud top temperatures from Earth's self-radiation

intensity measurements in the 3-4 and 8-12 (or 10-12) micron

atmospheric windows.

The formulation of this problem was based on the assumption

that the self-radiation of the underlying surface in the indicated

spectral regions is distroted relatively weakly during propagation

in the cloudless atmosphere. Therefore, if the radiance of the

natural surface is close to that of a blackbody the radiation

temperature determined directly from Earth's radiation measure-

ment in the window will be close to the true surface temperature.

The same applies to the radiation of the top of solid cloud cover,

which can be considered a radiating surface with cloudless over-

lying atmosphere.

In reality, as we have seen in § 2 of Chapter 2, the Earth's

atmosphere is far from transparent in these "windows". As a

result of the wings of the neighboring strong H20 and CO2 absorp-

tion bands, the presence of individual lines of these gases, and

the strong 9.6 p ozone band the atmosphere absorbs some fraction

of the underlying surface radiation and radiates at all levels

with the temperatures of the corresponding layers. As a result

the Earth's radiation measured aboard a satellite represents

superpositioning of the Earth's surface or cloud radiation
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attenuated by the atmosphere and the self-radiation of the at-

mosphere itself. For this reason the radiation temperature of

the Earth measured aboard a satellite differs from the radiation

temperature of the Earth's surface region being studied. These

differences are determined basically by the vertical atmospheric

temperature and humidity distributions and also by the distributions

of the absorbing substances which are optically active in the given

spectral interval (for example, ozone in the 9.6 p band or

aerosols in the "windows"). Since these parameters are not known

at the moment of radiation measurement from the satellite, exact

solution of the subject problem is impossible even in a cloudless

atmosphere*.

However, even if we were able to determine with sufficient

accuracy the radiation temperature of the underlying surface, to

determine the true temperature we need information on the surface

radiance. As was shown in Chapter 2, the radiance of several

natural surfaces differs markedly from one and depends on many

uncontrollable factors.

In this connection there is a clear requirement for realisitc

estimates of the accuracy of underlying surface and cloud tem-

perature determination when using the existing methods for

measuring the Earth's self-radiation in the IR spectrum windows.

In the present chapter we examine this question in application /243

to the 8-12 and 10-12 p windows, in which the Earth's radiation

was measured aboard satellites of the Tiros, Kosmos, and Nimbus

series [II.13, 11.20, 1\.21, 5.13, 5.16] and extensive data were

obtained on the radiation temperature of various terrestrial

formations. This examination is also of.interest in connection

* We must bear in mind that the "cloudless atmosphere" concept
for IR radiation in 8-12 p window region differs from the analo-
gous concept in the visible spectrum region.
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with the fact that the 8-12 p spectral region was used aboard the

meteorological satellites Kosmos 122, Kosmos 144, and others [1.20]

to obtain television images of the thermal contrasts between the

Earth's surface and cloud cover.

As for the 3-4 p window, in which television images and

absolute magnitudes of the Earth's radiation were obtained from

satellites of the Nimbus series [1.21], the atmosphere is more

transparent in this window than in the 8-12 p window. Moreover,

the radiation in this window is more sensitive to radiator tem-

perature variations. However, along with these advantages the

3-4 p interval has a significant drawback - the Earth's self-

radiation here is comparable with the reflected solar radiation

(see § 5 of Chapter 1). Consequently, under daytime conditions

(and particularly above clouds) the sum of the self and reflected

radiations will be measured, which leads to inacceptably large

errors in determining the temperature of the Earth's surface.

Therefore measurements in the 3-4 p interval, which provide

thermovision on the nighttime side of the Earth, are valuable in

combination with television images in the visible part of the

spectrum or with measurements in the 8-12 p interval window in

which we can neglect reflected solar radiation.

With account for the latter factor, the intensity I measured

aboard a satellite of the radiation leaving the upper edge of the

atmosphere C = 0 in the direction 8 = 0 is connected with the

underlying surface temperature T (1) by the relation (see also

(2.10)

I [T(t), w( )] = 6B [T (1)] P [w(1), m(1)] -- T (T ) 1 [w() m(] d -
0

(8.1)
2(1 - 6)P[w (1), m(j)] B IT () ] [w (1) -. w(), m (1)-m()] d.
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The radiation intensity in this expression, which can be con-

sidered an equation in the underlying surface temperature T (1),

also depends functionally on the vertical distributions of the

temperature T (r), humidity w (C), and other absorbing substances

(for example, ozone m (C) or aerosol). For most underlying

surfaces we can drop in (8.1) the third term, describing incident

radiation reflection from the Earth's surface, however for 6

differing strongly from I this term must be considered*.

Relation (8.1) shows that to obtain the underlying surface

radiation temperature Tr (1), determined from the condition

B [Tr (1)] = 6B IT (1)], we need,lbesides the I measurements,l

additional information on the vertical profiles of the atmospheric

parameters responsible for transformation of the Earth's surface

self-radiation. This additional information permits account for

the transformation of the underlying surface radiation in the

atmosphere with some degree of confidence and introduction of

the corresponding corrections. At the present time two techniques

for introducing the corrections have been proposed, based on

modeling the variations of the temperature and humidity (considered

to be the basic factors of this transformation) vertical profiles.

1. The method proposed by Wark et al.[2. 1 ] consists in

determining the relationships between the outgoing radiation /244

intensity I, calculated for some sufficiently broad set of vertical

temperature, humidity, and ozone concentration profiles, and the

underlying surface self-radiation B [T (1)].

2. Use of the statistical characteristics of the temperature

and humidity field vertical structure to determine the atmospheric

* We note that the spectral sensitivity of the measuring instrument
is taken into account in (8.1) with the aid of a transmission
function of the form (4.4).
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transfer function, which describes transformation 6 B [T (1)] of

the underlying surface or cloud cover radiation in the overlying

atmosphere [6.40, 1, 2].

Before examining these methods we note that they take into

account only the meteorological atmosphere model characteristics.

However,the reliabiltiy of the account for underlying surface

radiation transformation is associated with the validity of the

optical atmosphere model characteristics. In this sense the

most critical aspect is accounting for aerosol absorption, which

may play a significant role in radiation transformation in the

8-12 p spectral interval (see § 2, 3 of Chapter 2). Aerosol

existence and variations, particularly at high altitudes in

the temperature minima regions (10, 20, and 80 km), may become

the source of significant errors in determining underlying surface

radiation temperature.

Another error source in converting from radiation temperature

to true temperature is the radiance variations of natural

surfaces and clouds. For this reason the most reliable tempera-

tures can be obtained above water surfaces or wooded massifs,

whose radiance is close to one. These surfaces will be used

primarily to check the methods for determining T (1) from radiation

measurements in the 8-12 p spectral interval window.

§ 2. Yamamoto-Wark Method

On the basis of calculations of the Earth's self-radiation

spectral intensity I for more than 100 different realizations of

vertical temperature, humidity, and ozone concentration profiles

(see § 4 of Chapter 2), Wark, Yamamoto, and Lienesch [2.1] con-

structed empirical relationships between outgoing radiation

intensity and underlying surface radiation. The calculations
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were made for the 8-12 p window with account for the spectral

sensitivity of the radiometer installed aboard satellites of the

Tiros series.

Since the gases which absorb and emit radiation in the con-

sidered part of the spectrum (water vapor and ozone) are basically

concentrated in different layers of the atmosphere (water vapor

in the troposphere up to 10 km, ozone in the stratosphere above

10 km), the authors of [2.1] calculated the corrections which must

be introduced into the measured radiation I in order to obtain

B [T (1)] spearately for each gas*. These corrections are shown

in Figures 8.1 a and 8.2 b. Since the variations of the 'ozonel

concentration vertical distribution in the atmosphere and also

the ozonosphere temperature variations are relatively small,lthe

resulting corrections are weakly dependent on these variations. Wei

see from Figure 8.1 a\ that the relationship between the intensity

measured in the window and the correction for ozone absorption

and radiation has a linear nature (which is a consequence of the

correlation between underlying surface temperature and temperature

at other levels) with small scatter of the points.

In contrast with ozone,lthe amount of water vapor varies

strongly in the atmosphere, particularly in the lower troposphere,

and in combination with the strong variations and anomalies of

the temperature in this layer complicates the determination of

the corresponding corrections. Figure 8.2, which presents the /245

corrections as functions of outgoing radiation intensity, shows

that although there is a tendency toward correction increase

with growth of the outgoing radiation intensity (this increase

has a nonlinear nature) the considerable point scatter introduces

indeterminacy in selection of the correction factor. This scatter

* In [2.1] it is assumed that the underlying surfaces radiate as
a blackbody (6 = 1).
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indicates weak correlation of temperature and humidity at the

different levels.

dl a bi

a e

Figure 8.1. Additive corrections AI [2.1] (I in 105 erg/cm *sec-sr)

a- correction for ozone absorption; b- correction for water vapor
absorption; 1- high humidity; 2- low humidity

SO/e rg/ cm2 *seC*sr

Figure 8.2. Relationship between radiation I and radiation tem-
perature of underlying surface for e = 0 with account for over-
all correction

1- high humidity; 2- low humidity; 3- relationship between T
and I without account for the corrections

We see from Figure 8.1 b that the two curves suggested by

the authors of [2.1] for taking account of the corrections in the

high and low humidity cases are not provided with any indication

of applicability limits and, what is most important, there is no

criterion for selecting a particular curve under the. specific

conditions of measurements from a satellite. The measure of

indeterminacy of water vapor correction introduction is charac-

terized by the entire band of values between the two curves, and

419



in several cases the correction even changes sign (the negative

corrections correspond to temperature inversions in the atmos-

pheric boundary layer).

The overall correction plotted with account for the charac-

teristics of the Tiros 2 satellite radiometer (see Figure 8.2)

indicates that this indeterminacy may lead to errors in determining

the temperature on the order of 100.

The examples presented in [2.1] of use of the porposed

method for converting from the radiation temperature Tr measured

aboard the Tirob 2 satellite to the true underlying surface tem-

perature Ts show that the difference between the surface temperature

T reconstructed in this.way and the air temperature Ta at the

shelter level varies in the range from -5 to +3.50 (Table 8.1).

In the table we note relatively small differences between T and

Ta, not exceeding 5-60 (larger differences T a - Tr, reaching 100,

relate to measurement cases in which the presence of a thin

overcast, which was not recorded at the weather stations is

suspected, since the corrections in [2.1] are calculated for

cloudless conditions). This circumstance is important in explaining

the actual radiation transformation in the atmosphere and the /246

meaningfulness of the Trs and Ta comparison. The reason is that

the land surface temperature (seel note that all stations in the

table are continental stations) may differ markedly from the

temperatur(\ at the slelter level, and in the daytime hours Ts > Ta
nearly always. Therefore, if there is additional radiation

absorption in the atmosphere which is not taken into account by

the corrections of [2.1] (for example, aerosol absorption) the

corresponding radiation temperature measured aboard the satellite

will differ quite strongly from Ts (the differences may reach

15-200). However, if the temperature decreases markedly in the

air layer (1-2 m) next to the ground the radiation temperature
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TABLE 8.1. COMPARISON OF EARTH'S RADIATION TEMPERATURES Tr

MEASURED ABOARD THE TIROS 2 SATELLITE, TEMPERATURES T
rs

CORRECTED USING THE METHOD OF [2.1], AND THE

AIR TEMPERATURES T AT SEVERAL USAa
STATIONS (18.00 GMT, 25 NOV. 1960)*

Station Tr Tr Ta 
T rs - T

a Ta- Tr Trs- Tr

Flint 275,3 279,5 279,9 -0,4 4,6 4,2
Detroit 271,6 276,5 279,9 -3,4 7,3 3,9
Evansville 275,9 , 280,3 283,2 -2,9 7,3 4,4
Springfield 277,1 282,1 282,6 -0,5 5,5 5,0
St. Louis 278,3 283,2 279,9. 3,3 1,6 4,9,
Muskegon 277,8 282,4 279,9 2,5 1, 4,6
Akron 277,1 281,6 .. 281,0 0,6 3,9 4,5
Fort Smith 275,3 280,4 285,4 -5,0 10,1 5,1
Tulsa 277,1 282,6 282,6 0,0 5,5 5,5
Cinncinnati 277,1 281,6 281,0 0,6 3,9 4,5
Mansfield 276,5 280,9 279,9 1,0 '3,4 4,4
Oklahoma City 277,1 *282,7 283,2 -0,5 6,1 5,6
Dayton 277,1 281,6 278,8 S .2,8 1,7 4,5

Peoria 275,9 280,2 280,4 -0,2 4,5 4,3
Columbia 274,0 278,2 280,4 -2,2 6,4 4,2
Green Bay 273,3 277,3 278,8 -1,5 5,5 , 4,0
Sault Ste.IMarie 272,6 276,6 277,6 -1,0 5,0 4,0.
Amarillo 277,1 284,5 281,0 3,5 3,9 7,4
Little Rock 277,1 282,6 286,0 -3,4 8,9 . 5,5
Pittsburghl 275,9 280,2 279,9 0,3 4,0 4,3

* Translator's note: Commas in numbers represent decimal points.

is quite close to the air temperature at the shelter level. More-

over, for sufficiently large gradients we would expect that the

measured radiation temperature Tr may even exceed Ta . Such situa-

tions are encountered during daytime in cloudless weather, when

the Earth's surface is overheated in comparison with the air, or

are created by cold air mass intrusion. Therefore comparison of

the radiation temperatures with the air temperature cannot be

considered legitimate in such cases, and in estimates of the

effectiveness of any method of correcting for radiation transforma-

tion in the atmosphere we must take into account the actual
421



temperature gradients in the surface air layer.

Comparison of Tr and T a above the ocean will be more legitimate,

since in this case large temperature gradients in the layer next

to the water are unlikely. However, such comparisons made in [3]

from Earth radiation measurements in the 8-12 p window aboard the

Tiros 3 satellite showed that the differences between Tr and T

reach 200. This difference cannot be explained solely by radiation

absorption by water vapor and ozone, which can be seen by examining

the results of analogous measurements made in [31 for cloudless

North Africa.

0 Io'Clear' '- ' Clear I  In spite of the fact /247
'Ce ' 0 that the radiance of desert

.: sand may differ markedly from

S-'- - one (see Figure 2.15), the

S I I i radiation temperatures here
47 <oo /o7o 04oo time CST/

reach 3120 K. Study of this

I/ Broken bl measurement case in [4] showed

i clouds 0 that during the period of I

measurements above North

Africa the humidity was quite
-If /o Z 1J time CSTII high (the total water vapor

Figure 8.3. Comparison of radia- mass reached 2-3 cm), the air
tion temperatures T and T withr rs temperature was T = 3150 K,
air temperature Ta and the surface temperature

a- Palestine 11 Sept.11964; b- Sioux T reached 3300 K But even
Falls 10 Mar.d1965; 1- Tr; seached 3300 K. But even

2- Trs; 3- Ta; 4- thermistor under these conditions there

measurements; 5- radiometer was some "compensation" for
measurements Earth's surface IR radiation

attenuation by the large

temperature gradients, and this led to the values of T r and Ta being

close to one another.
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Another confirmation of the assumption made above on the rela-

tionship between Tr, Trs and T a above land areas are the results of

underlying surface temperature determination obtained by Saiedy and

and Hilleary [51 using balloon measurements of the Earth's radiation

spectra in the 11.1 i window above Palestine (11 Sept.l1964) with

very high humidity and above Sioux Falls (10 Mar. 965) with very

low humidity. These results are illustrated in Figure 8.3, which

compares the daily variation of the radiation temperatures Tr and

T rs , measured aboard balloons and reconstructed, with Ta and the

surface temperatures Ts measured by radiation and contact methods

right at the surface*.

The introduction of the correction for transformation in the

atmosphere was made directly with the aid of (8.1), since T ( ) and

q ( ) were known for the flight conditions. We see from the figure

that in the morning hours, when according to the data of [5] there

was a surface temperature inversion above Palestine, the difference

T a - Tr reached 80. The reconstructed temperature Trs with account

for the correction differed from Tr by only 20 and as before was

lower than T a . With approach to midday the difference T a - T r

approached zero in spite of the fact that the humidity was very

high (the total water vapor mass was 5.4 cm precipitable water).

The reconstructed temperature Trs exceeded Ta and the difference

T rs- Ta reached 80. Similar relationships between T , Ta and T s,

although not so clearly defined, were also obtained for the Sioux

Falls region, where the situation was characterized by intrusion /248

of cold arctic air above the comparatively warm soil surface (total

water vapor mass did not exceed 0.5 cm precipitable water). We

* It should be noted that this comparison is not entirely represent-
ative because of the large angular resolution of the spectrometer,
which averaged measurements over a 10*10 km 2 area. Moreover, because
of balloon displacement,l space-time variation of the measurement
data was actually obtained.
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note that for this case there is practically no temporal variation

of the difference T r - T a, since in this situation the temperature

decrease in the near-surface layer will be independent of the time

of day.

The results of [51 are also of interest from the viewpoint of

estimating underlying surface radiance. Comparison of the radiation

temperature measured near the surface with the soil temperature,

obtained with the aid of a thermistor at a distance of 1-2 mm above

the surface, shows that these surfaces radiate as blackbodies to

within 1-20.

Thus, the very first attempts to determine underlying surface

temperature from self-radiation in the 8-12 p spectral interval

window showed that in order to achieve the required T (1) determina-

tion precision of order 1-20 we cannot restrict ourselves to model

representations of the temperature and humidity vertical profiles.

More representative data on these parameters are required, cor-

responding to the real situation existing at the time and place

of the radiation measurements. We could pose the question of

simultaneous determination of the T ( ) and q ( ) profiles,

necessary for introducing the corrections for radiation transforma-

tion in the atmosphere. However, first, as we have seen in

Chapters 6 and 7 these problems are an order of magnitude more

complex from the experimental viewpoint and also from the viewpoint

of interpreting the measurement results. Second, the solution of

these problems automatically yields the magnitude of the underlying

surface temperature as limT( ) Therefore it was proposed in [2]

that the a priori information in the form of statistical characteris-

tics of the vertical structure of the temperature and humidity

fields presented in § 2 and § 3 of Chapter 3 be used for optimum

reconstruction of the specific stratification of the atmosphere.
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On the other hand, representative account for the optical

parameters of the atmosphere, particularly the contribution of

aerosol absorption, is very important. For this purpose we shall

use the concept introduced in [1] of the transfer function,

which makes possible regular account for the optimally reconstructed

T ( ) and q (c) profiles and the empirical correction for additional

atmospheric absorption.

§ 3. Use of Statistical Temperature and Humidity Characteristics

3.1._ Transfer Function of the Atmosphere

As mentioned previously, the radiometers used at the present

time measure directly the quantity

VI

= Slq, dv, (8.2)

where I is the Earth's monochromatic radiation intensity, determined

for each frequency v by (8.1); y. is the radiometer spectral sensi-

tivity, which vanished outside the spectral interval [v 1 , v 2 ]. The

underlying surface temperature T (1) which is to be determined is

connected with the underlying surface radiation by the relation

BI[T (i)] = 6,Bv BIT(i)'dv. (8.3)

We introduce the so-called transfer function /249

T [ (8.4)

which characterizes, as we see from (8.2) and (8.3), transformation

of the Earth's surface self-radiation not only by the atmosphere

but also by the instrument itself. The transfer function is a

functional of the vertical temperature, humidity, and other

absorbing substance profiles, and also of the parameters p!9 and 6 V
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Figure 8.4. Atmospheric transfer function versus total water vapor
mass from [2.54]

In the case of weak dependence of 6 on v, which is observed in

actuality for narrow spectral intervals (or must be assumed because

of inadequate information on 6 ), the transfer function is practi-

cally independent of underlying surface radiance. The transfer

function depends just as weakly on the radiometer spectral sensitiv-

ity if yl, has the usual variation with v: small deviations from

a constant value in the primary part of the spectral interval and

marked decrease at the ends of the interval (this variation actually

occurs for the radiometers which were installed aboard the Kosmos

149, Kosmos 243, Kosmos 320, and Nimbus 2 satellites).

Thus, if the transfer function S;is known and 6 is independent

of v,jit is easy to determine Bl2[T(1)I--i6,B,[T(1)ldv=B[(1)1 from (8.4)

for the measured I. For the known value of the parameter 6 and the

calibration curve of blackbody radiation versus temperature we

determine T (1) (in the following we examine the procedure for

determining T (1) for the radiometer installed aboard the Kosmos

426



149 satellite). If 6 is not known we obtain the surface radiation

temperature Trs = Tr (1). The central problem at this stage is

therefore to determine the transfer function which best reflects

the specific measurement conditions.

Curves of the transfer function versus total water vapor mass /250

w (1) varying in the 0.1-9 g/cm 2 range (Figure 8.4) and near-Earth

atmosphere layer temperature have been plotted from numerous calcu-

lations of I for average climatic temperature and humidity distri-

butions in July and January in all zones of the terrestrial sphere

[2.54]. Isolines of the transfer function for the indicated seasons

(Figure 8.5) were also plotted in [2.54, 6]. We see from the

curves obtained in [2.54, 6] that the results indicate large space

and time 3 variations which agree with the total water vapor mass

variations. At the same time, for fixed values of w (1) marked

transfer function variations were obtained (see Figure 8.4), re-

flecting the vertical temperature and humidity profile variations

and to some degree the weak correlation between T (C) and q ( ) for

summertime conditions and southern stations (see § .3 of Chapter 3).

Therefore direct use of the curve in the figure or the isolines

essentially retains the indeterminacies which were examined above

in § 2, i.e., in this formulation use of the transfer function does

not provide any particular advantages in comparison with the

Yamamoto-Wark method. In order to refine the transfer function it

is necessary to find a technique to account for these variations,

which have a random nature and therefore obviously cannot be obtained

by any deterministic technique if we do not know the real T (r) and

q ( ) profiles. It is precisely for this purpose that we utilize

the ensembles of vertical temperature and humidity field structure

statistical characteristics described in § 2 and § 3 of Chapter 3:

mean profiles T (i), q (c), autocorrelation matrices BTT ( k' i ) '

Bqq (k 3i
) and cross-correlation matrices BTq ( k' i ) '
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3.2. Use of Statistical Characteristics

The idea of using the mentioned statistical characteristics

for a cloudless atmosphere amounts to the following. Using the

mean climatic profiles T (C) and q (C) for the given region and

season (or month), from (8.1) we determine the transfer function

9 a[T (),. ( ) corresponding to this average regime (or we use the

PI values plotted in [2.54, 6]). With the aid of these functions

and direct measurements of the Earth's self-radiation intensity I

from the satellite we can find the underlying surface self-radiation

6B[T(1)] (8.5)

and therefore (for known 6) the first approximation of the under-

lying surface temperature T1 (1). Thereby we find the first approxi-

mation of the underlying surface temperature deviation from the mean

T (1) = T 1 (1) - T (1).

The difference between the approximation obtained in this way and

the true temperature Ts depends on how much 39differs from the

specific transfer function realization.

The next temperature approximation may be found with the aid

of the correlation matrices BTT, Bqq, TqT. Actually, as soon as

the temperature deviation TI (1) at the underlying surface level

is known it is not difficult to obtain T k) at other levels k

using for this purpose optimum extrapolation of the surface tempera-

ture to the other levels (see § 1 of Chapter 3). Representing

T{ (ck) in linear form

T, (r) = cx]T () (8.6 )

and determining ck from the condition of minimum approximation /252

error averaged over all temperature realizations

628 ()= ( )- C),; (C)M , i (8.7)
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we obtain the expressions for the coefficients

BTT (k' 1)
Ck= BTT(l, )' (8.8)

where BTT are the corresponding moments of the autocorrelation matrix.

Expressions (8.6) - (8.8) make it possible to reconstruct in

optimum fashion the first approximation of the vertical temperature

profile on the basis of only a single surface value T{ (1) of the

temperature deviation from the mean. The error of this reconstruc-

tion for the deviation T' ( k) is expressed through the correlation

coefficient rTT (k', 1). Actually, substituting (8.8) into (8.7)

we find that the mean-square error 6T ( k) is expressed as follows

6 (= BTT (, ) - BTT(l, 1) (8.9)

and the relative error e8 T () 6 T (I)/ir()T has the form

T G)= 1- i( 1). (8.10)

The data presented in Chapter 3 on correlation coefficients for

real vertical temperature profiles in several regions of the terres-

trial sphere show that the statistical characteristics provide

optimum reconstruction of the variations T' ( k) with mean-square

error on the order of 50% in the lower troposphere (up to the 500

mbar level). The absolute temperature Tl(=h) T (O + T (Wi) , which

is necessary in calculating the first approximation of the transfer

function, is reconstructed with 1-2% error. In the higher layers

of the atmosphere the optimum extrapolation error increases

(Table 8.2). However for the subject problem it is important that

a sufficiently reliable T ( ) profile be determined precisely for

the lower troposphere, which makes the primary contribution to

transformation of the underlying surface self-radiation in the

transparency window, since practically the entire water vapor mass

is concentrated in this layer.
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TABLE 8.2. ERRORS OF OPTIMUM T' ( )

AND q' (r) EXTRAPOLATION*

1 0,5 0,7 0,6 0,4 . 0,3 0,5 0,2 0,15 0,1

UT' ' C  5,3 4,7 4,6 2,7 3,1 2,9 3,1 4,2 ,3,5 2,9
6T, *C 0 1,5 3,0 2,0 '2,3 2,3 2,9 3,8 2,9 2,4
sT, % 0 32 65 74 74 79 94 91 83 83
Gq, g/kg 2,01 1,72 1,56 0,66 0,30 0,10 - - - -
6q, g/kg 0 0,30 1,48 0,66 0,30 0,10 - - - -

q, % 0 17 95 100 10 100 -

* Translator's note: Commas in numbers represent decimal points.

It is quite clear that it is also necessary to reconstruct

the first approximation of q' (C) in order to find the transfer

function which describes more exactly the specific radiation trans-

formation conditions and permits obtaining the succeeding approxi- /253

mations of T' (1). For this purpose we can utilize optimum extrap-

olation of the specific humidity q' ( k) to the level 5k using the

already obtained T (5k) profile

q ()= d~T; (), 1 (8.11)
j=1

so that the mean-square extrapolation error

62 2(k=[)-d)T;( 1  (8.12)

will be minimal.

From the (8.12) minimum condition and averaging over all

realizations, we obtain the system of equations for determining
(k)

the coefficients d.

_ BTT (, d ) dk = BqT(, ti) (i = 1, 2, . . ., n), (8.13)
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in the right side of which there appear the elements of the cross-

correlation matrix BqT*

The mean-square error of this extrapolation is obtained from

the relation

n

6qT () Bq(f, t)) - Bqg' (ik7 T di)1 (8.14)
i=1

and the relative error is

2 (qT(k) 2 (k) (8 15)
&qT = - - r•, G (i8 .5
E a q ( ) (T ( k) j

The system (8.13) is poorly conditioned and in addition the

correlation coefficients rqT in many cases, for example, for cases

of flights above land, are small (on the order of 0.5). However,

since rqT reach the maximum value for variations q' (Ck) and T' ( k)
at the same level, we took only one term of T' (Ck) in (8.11).

The quantities aqT(1,1), 6 qT(l,1), 8 ,T(1,1)' for the statistical characteris-

tics taken from [3.8] are shown in Table 8.3.

TABLE 8.3. ERRORS OF OPTIMUM q' (1) APPROXIMATION USING T' (1)*

e C~ ,Ship CShip C

S July Jan.

(aT (1,1), g/kg 2,01 1,05 1,25 1,19
6
qT' g/kg 1,93 0,47 0,79 0,50

84T, % 96 45 63 42

" Translator's note: Commas in numbers represent decimal points.

The most reliable optimum reconstruction of the q' (Ck) profile

variations can be accomplished using as the reference level that

at which the correlation coefficient rqT ( k' i ) is maximum and
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using as a priori information the autocorrelation matrix Bqq (Ck'
Ci). Then, setting

q; ( dk)= jdk)q;(), (8.16)

we obtain, just as above, the relations for determining the /254

coefficients

d k) = Bqq (C C) (8.17)

The extrapolation error is calculated from the formulas

S(9) = Bq (Ck, W (, v ) (8.18)

and

2 ( ) = I ( , ). 1 (8.19)

After reconstructing in this way the profiles T (k) and

qj (k) in the first approximation, we can refine the transfer

function and approach its true value, as suggested in [3.8]. This

permits determining the second approximation of T{ (1) with the

aid of (8.5), in which we take in place of 6 1the refined transfer

function, and after repeating the described procedure permits

finding in the second approximation the temperature T2 (Ck) and

humidity q2 ( k) profiles.

Before turning to use of the proposed technique for determining

T (1) from existing self-radiation measurements in the 8-12 P

window from satellites, we shall examine the question of using the

statistical characteristics of the temperature and humidity field

vertical structure with account for radiation transformation in

the atmosphere with the aid of additive corrections, as is done,

for example, in the Yamamoto-Wark method [2.1] (in these terms

the transfer function determines a multiplicative correction).
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3.3. Successive Additive CorrectionApproximations

The primary advantage of the method described in section 3.2

is the existence of a definite algorithm accounting for the meteoro-

logical parameters for the specific situation, at least in the

statistically optimum sense. However the structural characteristics

of the temperature and humidity profiles can also be used to

determine additive corrections. We shall illustrate this for the

modification of the Yamamoto-Wark method which was adopted in [5].

We represent (8.1) for the n-th approximation of the Earth's surface

self-radiation in the form

6B [ T, (1)J = I [-,,- (), , m I (8.20)

Here I is the directly measured self-radiation intensity;

A-T , -1_= B [T, 1 (] dC is the correction for radiation trans-
0

formation in the atmosphere, calculated for the (n - l)-th approxima-

tion of the profiles T -1 (t), q - (); P[wn~ (, ) lis the transmission func-

tion, calculated for the (n - l)-th water vapor mass approximation

wn-1(Q)=txqi(t)dtj with account for measuring instrument spectral
0

sensitivity.

It is not difficult to construct the successive approximation

algorithm for determination of the underlying surface radiation

temperature Tn (1). Taking as the zero approximation the mean

distributions To (c) = T (r) and qo ( ) = q (?), we calculate

AI0o = AI[T(), (0]1 and then use (8.20) to determine B1 = B [T 1 (1)].

From the calibration curve of radiation intensity versus tempera- /255

ture (see, for example, Figure 8.2) we find the first approximation

of the radiation temperature T(1) (1) or for a known quantity 6

the temperature Ti (1). The further procedure for optimum recon-I

struction of Ti (C) and q, (C) on the basis of Tr (1) (1) and the

correlation matrices BTT, BqT, Bqq as before (see section 3.2).
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Using the resulting Ti (i) and q, (t) we can calculate the

first approximation of the correction AI A ITI(Q), q1 ()] and using

(8.20) we can find the second approximation B, = 6BT 2 (1)] land T 2 (1).

It is not difficult to show that the successive approximation

process converges. In fact, in (8.20) we can fix the denominator

Po = P (w, m). Then the behavior of the differences

(B - B,-,). = - A0 I T. ( -T._( +

+ "-9A '2 [q n( ) - qn-1

will be determined by the behavior of the differences T - Tn n-l
and qn - q n-l The difference Bn - Bnl may be arbitrarily small

if the successive approximation differences ITn (C) - Tn_ ( )1

and 1qn (C ) - qn-l ( )I are sufficiently small. This follows

from the fact that the derivatives (in the Frechet sense [7.8]) of

the functional AI with respect to T and q are bounded (see § 3 of

Chapter 7). If the optimum extrapolation method ensured approach

to the true T ( ) and q ( ) profiles and, in addition, the optical

parameters of the atmosphere and underlying surface used in the

calculations coincided with the real parameters the suggested

successive approximation method would converge to the true under-

lying surface temperature T (1). However, becasue of the definite

optimum extrapolation error and the unknown error' introduced

by the optical parameters used in the calculation the process

will converge to some temperature T (1), generally speaking dif-

ferent from T (1).

Expression (8.20) permits determining the overall T (1)

determination error, associated with the indicated errors and with

the radiation intensity measurement error aI

( max a - - ( I - (8.21)OB/.1' P [w(1), M (1)] P2 [ (1), m (1)]
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Thus the error aT (1) obtained as a result of optimum extrap-

olation is determined by the nature of the correlation relations

BTT, BTq and B qq. As for the influence of errors associated with

the existence of other absorbing substances which are not considered

in the calculations, for this purpose we need empirical data on the

possible calculated transmission function deviations from the true

values (the same applies to accounting for the errors of natural

surface radiance deviations from unity in determining T (1)). It

is clear that the most significant errors will occur in the case

when there is semitransparent cloud cover, which leads to strong

uncontrollable variations of the transmission function. However,

even in the visually cloudless atmosphere case we can assume the

existence of marked aerosol absorption of IR radiation, since the

aerosol is basically a water substance and, as is well known [2.13],

the IR radiation absorption coefficients of liquid water are higher

by several orders in comparison with the visible and near-IR

spectral regions. Account for this factor is also important be-

cause of the fact that calculation of atmospheric radiation

corrections depends considerably on successful selection of the

transfer function zero approximation. Therefore determination of

the real Earth's surface self-radiation attenuation in the atmosphere

is the most important step at this stage in solving the subject

problem. With the existing knowledge of IR radiation absorption /256

at different levels in the atmosphere,lthis question can be

resolved at present on the basis of purely empirical relationships

between the radiation measured aboard the satellite and the self-

radiation of underlying surfaces whose radiance is quite well known.

In other words, it is necessary to find the empirical transfer

functions of the atmosphere using the existing data of self-radia-

tion measurements in the transparency windows.
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§ 4. Empirical Transfer Function

A large number of airplane, balloon, and satellite measurements

have now been made of the Earth's self-radiation I, which permit

determining the empirical transfer function

S'e( ) = 6B [1 (1)

above underlying surfaces for which 6li and their temperature

T (1) is close to that of the surface air layer. For those cases

which we term cloudless 9.1 should be quite close to the theoretical

transfer function (8.4), in which only water vapor, and when

necessary ozone or carbon dioxide, absorption is taken into account.

Determination of Pel was carried out in [5.13, 5.16, 71 from

I measurements aboard the Kosmos 149 satellite in the 8-12 p

window and aboard Kosmos 243 in the 10-12 p window (the characteris-

tics of the corresponding radiometers are presented in [5.13, 5.16,

7]). Comparison of the empirical and theoretical transfer functions

determined for guaranteed cloudless oceanic cases is shown in

Figure 8.6. The calculations of 1eP were made using (8.1) and

(8.4) with account for the temperature and humidity profiles

obtained during aerological sounding aboard satellites close to

the I measurement region and at quite close time intervals. Radia-

tion absorption by atmospheric gases was taken into account using

the optical characteristics presented in Chapter 2.

In the figure SPel and Scare represented as functions of the

near-water (or near-land) air layer temperature Ta, which can be

measured at the weather station network more reliably in comparison

with the other meteorological parameters on which the transfer func-

tion depends. Of interest, first, is the fact that Se is markedly

smaller than Sc and, second, that the two functions have opposite

behavior, approaching one another at high temperatures Ta . We
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emphasize that Se not only does not decrease with increase of

Ta (and also, probably, with increase of the total water vapor
mass w (1), with which Ta correlates strongly, particularly above

the ocean) but, conversely, probably even increases slightly with
T a and w (1). Here the indicated behavior of the transfer function

e is independent,iwithin the limits of empirical quantity scatter,I

of which transparency window was used in the experiments.

One explanation for the very significant differences (quantita-I
tive and qualitaitive) between Pej and 6pc may be the previously

mentioned IR radiation absorption by the water aerosol, which

either is not taken into account at all in the calculations or

is taken into account by effective increase of the coefficient

of radiation absorption by water vapor (in the latter case it is

actually assumed that the aerosol is distributed in altitude just

as the water vapor is).

The presence of the water aerosol reduces the absolute magni-

tude of the transfer function. This reduction is particularly

marked at low temperatures Ta, when the probability of moisture

condensation increases. In connection with the quite high coeffi-

cient of temperature correlation at different levels in the tropo-

sphere and at altitudes of 20-30 km (see § 2 of Chapter 3), the

aerosol concentration increase expected in this case may take /257

place simultaneously in several layers of the atmosphere.

We further note that e reduction is observed even wtih

simultaneous reduction of the gaseous moisture, which should lead

to increase of the transfer function.

Conversely, with temperature increase the aerosol concentra-

tion decreases, which leads to increase of 9e, again in spite of

simultaneous increase of the gaseous moisture (correlating with

the temperature), which should lead to reduction of the transfer
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Figure 8.6. Empirical transfer functions &eI versus temperature
of air layer near the water surface and water vapor mass
1, 2- from Kosmos 149 and Kosmos 243 measurements, respectively;

3- values of e above land; 4- transfer function calculation

function. In other words, the contribution of aerosol IR radiation

absorption may be so large that it more than compensates for the

opposite effect of radiation absorption by water vapor. Carlon

[8, 9] came to analogous conclusions, showing that the mixture of

water vapor and water aerosol which exists over a wide range of

relative humidities can weaken markedly the radiation in the 8-12 p

window.

We consider this explanation only a hypothesis, which requires

thorough verification using radiation measurement data which must

obviously be obtained with quite high accuracy. An attempt was

made to obtain such data in experiments aboard the Kosmos 149

and Kosmos 243 satellites with the aid of radiometers providing

(judging by the results of laboratory studies) radiation tempera-

ture measurement accuracy of 1o for T=300°J. However,the absence

of any sensitivity check of the entire measurement circuit on

board the satellites did not completely guarantee constancy of the

equipment characteristics during the time of flight. For the

measurements obtained aboard the Kosmos 149 satellite,]check of the

radiometer sensitivity was accomplished by constructing the regres-

sion relation between the measured radiation temperature T and
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the air temperature Ta near the water for the cloudless atmosphere

(Figure 8.7). It was found that the instrument sensitivity increased

with time [10]. This deficiency was eliminated in the radiometer

installed aboard the Kosmos 243 satellite by checking the electronic

circuit in flight [71, however no check was made of the entire

optical system.

The results obtained in [7] from analysis of radiation tempera-

ture measurements in the 10-12 p window showed that the average

difference between the radiation temperature and the temperature

of the air layer near the water above cloudless ocean, just as in

the case of the 8-12 p window, amounts to 15 ± 50 (Figure 8.7),

although the scatter of the difference T - T for the 10-12 pa r
interval was somewhat less than for the 8-12 p interval (we note

that the short-wave wing of the 10-12 p filter, which had compara-

tively weak transmission in the 11 p window, extended to the 9.6 p

ozone band [5.13]). Naturally, we cannot exclude the possibility

that the large T - T correction in the Kosmos 243 satellite /258a r
measurements is associated with uncontrolled systematic equipment

error.,

S6Jo

S o x

0o 0
00.

*6 * */ 7,6C / 2 .
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More refined self-radiation measurements in the quite narrow

10.5 - 11.5 P window were made aboard the Kosmos 320 satellite

[5.13, 11]. The radiometer installed aboard this satellite was

calibrated periodically in flight relative to a blackbody whose

temperature was measured with high degree of precision. Moreover,

the instrument null was checked at intervals in flight. Figure 8.8

shows that in this case the average correction Ta - Tr was consider-

ably smaller (3 ± 40 ),lwhich can be explained by the practically

complete absence of absorption bands in the spectral sensitivity

region of the radiometer used aboard the Kosmos 320 i satellite.

Judging by the literature [6.40], a radiometer which was

quite advanced from the sensitivity checking viewpoint was installed

aboard the Nimbus 2 satellite to measure the Earth's radiation in

five spectral intervals (including the 10-11 p region). Unfortu-

nately, in the report [12] on the results of radiation measurements

aboard this satellite no data are presented for the 10-11 p

channel. Only in a single publication [13] with which we are

acquainted, in which some results of measurements aboard the

Nimbus 2 satellite are analyzed, are the radiation temperature

pattern above the USA for the 10-11 p channel and a cloud map

given. From examination of these data we can conclude that the

radiation temperatures do not exceed 2900 K above coastal cloud-

less regions, although the water temperature in this period

reached about 3000 K here. Above cloudless land, however, Tr is

estimated to be 3000 K or more.

Thus, measurements of the Earth's self-radiation from

satellites show that the actual transfer function of the atmosphere

in the 8-12 p window may depend significantly on aerosol absorp-

tion of the radiation. Since this question is of paramount impor-

tance for the problem of determining underlying surface temperature,

corresponding airplane and balloon measurements of the radiation

temperature were undertaken along with simultaneous measurements
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of the vertical atmospheric temperature and humidity profiles

[5, 14-16]. Of greatest interest, naturally, are the airplane /259

measurements, since they permit tracing the vertical variation of

the transfer function, at least in the limits of the troposphere.

' aa

.Z

/ x

f . CI -l "

2 7

0'7 .. ' 9 #.'/'." fg/kgr, 2; d dZ ", ,g/kgj

Figure 8.9. Vertical profiles of T from airplane measurements of
IR radiation in the 8-12 p (a) and 10-12 p (b, c) windows

1- Tr; 2- Ta; 3- q; 4- calculation of Tr from empirical Ta and q

The results of such vertical soundings made using an airplane

radiometer version [17] installed aboard the KoIsmos 149 and Kosmos

243 satellites were obtained in [14]. Typical examples of the

vertical profiles of the measured and calculated radiation tempera-

tures for the 8-12 p and 10-12 p windows are shows in Figure 8.9

(in the calculations only radiation absorption by water vapor was

considered; the vertical water vapor concentration and air tempera-
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ture profiles are shown in the figure). The figure and Table 8.4

show, first, significant difference between the empirical and

theoretical transfer functions and, as we would expect, Je V fl ,

which indicates the presence of absorbing substances which are

not considered in the calculations. Second, it was found in [15]

that for the 10-12 p window transformation of underlying surface

radiation in the atmosphere is practically absent, and the transfer

function even increases slightly and exceeds unity because of the

small temperature inversion.

The seeming contradiction between the airplane measurements

and the Tr measurements presented above made aboard the Kosmos 149

and Kosmos 243 satellites is a consequence of the fact that these

data are not comparable if, naturally, we do not assume that the

overlying atmosphere does not absorb IR radiation. On the other

hand, thanks to the large variations of the temperature, humidity,

and aerosol concentration profiles in the lower troposphere it

is not impossible that during the measurements [15] in the atmosphere

there existed distributions of these parameters which compensated

for absorption of underlying surface radiation and lower-lying /260

atmospheric layer radiation by the radiation of these same layers.

The T a and q (C) profiles shown in Figure 8.9 b, c correspond to

the following conditions: inversion and weak decrease of the

temperature in the 0-1 km layer, and also the quite deep inversion

in the 1-1.5 km layer is accompanied by marked decrease of the

moisture above these layers. It appears that the main mass of

troposphere absorbing substances is concentrated in this boundary

layer. Then the previously mentioned compensation will take place

here with practically constant temperature T a . Judging by the

humidity variation, the atmosphere above the boundary layer is quite

transparent and has practically no effect on the outgoing radiation.
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TABLE 8.4. COMPARISON OF EXPERIMENTAL AND CALCULATED

TRANSFER FUNCTIONS FROM.AIRPLANE.MEASUREMENT DATA [14]**

Alti-

Flight tude, T (0,95)-
,No. km) r (  "el Oc

1 3 , 4 0,915 1,00
2 4,5 3,5 0,927 0,983
3 4,5 9 0,832 0,976
4 4,5 9 0,837 0,942
5 4,5 12 0,792 0,959

1* -4- above Caspian Sea; 5- above desert
** Translator's note: Commas in numbers represent decimal points.

We note that similar situations were observed during airplane

measurements of the radiation spectrum in the 8.5-16 p region

obtained in [16] above the Mojave Desert (California). Examples

of these spectra, measured on 10 May 1967 at three altitudes

(0.7-0.9, 3.2, and 10 km) above certain underlying surface types,

are presented in Figure 8.10 (instrument spectral resolution

X/AX = 50, viewing angle 2 x 20). At the same time the surface

radiance and the aerosol concentration profiles were measured at

these altitudes.

The results obtained in [16] show that conditions existed in

the atmosphere for which the radiation temperature of the underlying

surface and of the atmospheric boundary layer in the 10-12 p

window was either practically not transformed up to the 3-km level

(Figure 8.10 a) or decreased by 100 (Figure 8.10 b). However, the

conclusion from [16] which is most important for the subject

problem is that in all cases the radiation temperature Trs

decreased by 10-200 at the 10-km level. Unfortunately the authors

of [16] do not present the corresponding temperature, humidity,

and aerosol concentration distributions. It is simply noted that the

opacity of the atmosphere above the dry lakes (Figure 8.10 a) was
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greater than above the lava and desert (Figure 8.10 b). This is
probably associated with the aerosol particle nature. The aerosol

will be dry above the desert, while above the dry lake salt particles

may be carried into the atmosphere and because of the hygroscopicity

of these particles the aerosol will actually be a water aerosol

(we emphasize that similar but still more highly concentrated

aerosol layers may develop above the ocean in the form of water

solutions of salts).

On the basis of this discussion we can assume that the aerosol

layers located in the troposphere and stratosphere in the minimum

temperature regions (10, 20, and 80 km) make a considerable con-

tribution to self-radiation attentuation. As a result of this the /261

attenuation of the Earth's surface and low-lying atmosphere radiation

is not compensated by the comparatively weak radiation of these

layers, as is the case for comparatively smooth aerosol and tem-

perature distributions in the lower troposphere. Measurements of

the vertical solar radiation spectrum distribution up to high

altitudes are necessary for a more categorical statement. We note

that airplane measurements of the spectra to 12 km, similar to

those made in [18], do not give a reliable answer to this question,
since these measurements were made for large air masses.
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On the basis of the results obtained above,lwe can suggest the

following method for taking into account transformation of under-

lying surface IR radiation in the cloudless atmosphere. As the

first approximation of the transfer function for use in (8.22) it

is necessary to take the function e , shown in Figure 8.11 as a

function of the radiation intensity I measured by the given

radiometer above typical underlying surfaces. The transfer function

variations associated with T (C) and q (C) variations, which are

necessary for further refinement of the underlying surface

temperature, can be taken into account by the optimum extrapolation

method with use of the statistical characteristics of the vertical

structure of T (C) and q (C), as was described in § 3.

Determination of the underlying surface temperature T s with

the aid of the empirical transfer function was carried out in [5.13]

using radiation measurements aboard the Kosmos 149, Kosmos 243,

and Kosmos 320 satellites. The comparison of Trs and T a presented

in Figure 8.12 shows that on the basis of the Kosmos 243 data we

can speak of Trs reconstruction with an error of 3-40 only above

cloudless ocean. It is important to note that the author of [5.13]

had the possibility of comparing the radiometric data and the

global cloud cover distribution obtained from Earth photographs

taken from Zond 5 [5.26].

These comparisons permitted, specifically, supplementing the

synoptic cloud cover analysis with a quantitative characteristic

(cloud top temperature) and also noting a case of marked attenua-

tion of the ocean IR radiation by substances which could not be

detected in the photographs. In Figure 8.12 we see clearly regions

where the radiation temperature is higher than the surface air

temperature in Africa (by up to 10-150), associated with significant

superheating of the land under daytime cloudless conditions. /263
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The possibilities of reliable underlying surface temperature

determination are illustrated in Figure 8.13 by Kosmos 320 satel-

lite radiometric data. The comparatively small.error (1-20) of

T determination above the ocean gives a basis to recommend the
rs

radiation measurement technique used aboard the Kosmos 320 satellite

for use in operational practice. Considering that the predominant

mass of the radiometric information relates to cloudy conditions,

we should concentrate our main attention on cloud cover radiation

measurement interpretation.

§ 5. Cloud Temperature Determination

In examining the problem of determining underlying surface

temperature in the cloudy case,\three situations are clearly identi-

fied in which the technique for solving this problem is entirely

different: 1) the case of optically dense, continuous, and single-

layer cloud cover; 2) the case of continuous semitransparent cloud

cover above homogeneous underlying surface; 3) the case of dis-

continuous multilayer cloud cover, when radiation of objects with

different temperature falls in the instrument viewing field.

In connection with the strong IR radiation absorption by liquid

droplet moisture, in the case of continuous and sufficiently dense

cloud cover we can ignore the radiation of the atmosphere layer

below the clouds and of the lower cloud layers and examine, at

least in the first approximation, the cloud cover top as the radiat-

ing surface. In this case the interpretation can be accomplished

by the method described above and the corrections for cloud top

radiation transformation in the overlying atmosphere layer, in which

the water vapor and near-surface aerosol concentrations decrease

markedly, will be significantly smaller in comparison with the

cloudless case. The transformation will take place primarily in

in the upper aerosol layers, however as a result of the low cloud

top temperatures this effect will be quite weak.
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The central question for this situation is account for cloud

radiance. The reason is that the overlying atmosphere layer IR

radiation incident on the cloud is partly back-scattered. More-

over, part of the IR radiation which is generated within the cloud

layer reaches the cloud top. As a result the cloud top radiation

differs from blackbody radiation at the cloud top temperature.

Calculations show (see, for example, I. 7) that cloud radiance in

the 8-12 p window may differ from unity by 15-20% (i.e., the

albedo A = 1 - 6 may reach 0.2), and according to the data of 1.7

this quantity is independent of cloud water content and thickness.

Radiance calculations made for X = 10 1 in [2.53] show that cloud

albedo varies from 1 to 10% as a function of droplet concentration,

optical thickness, and ratio of the cloud and atmospheric layer

temperatures. An albdeo value of 10% was obtained in [191 for

lower clouds from airplane measurements of the cloud cover radiation

spectrum I . However, we must bear in mind that to determine

cloud albedo from I measurements it is necessary to measure at

the same time the cloud "top" temperature, and this concept is

somewhat arbitrary even in the case of stratus clouds. Under actual

conditions the cloud cover top is diffuse and may vary considerably

in altitude (up to 200 m in stratus clouds), and along with this

there will be temperature variation, particularly since an inver-

sion layer is usually located near the cloud tops. Analysis of

airplane measurements of the temperature profile in stratus clouds

[3.16] shows that the inversion layer constitutes on the average /264

200-300 m and the temperature may increase by 5-100 in this layer.

The radiance determination error due to the indefinite nature of

the cloud top level to which the temperature measured aboard the

airplane should be assigned will lie in the range of the assumed

radiance variations (6 = 0.8-1 with average value 0.9). Therefore

we can recommend the value 6 = 0.9 as the first approximation in

determining cloud top temperature from cloud-top self-radiation

measurements.
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Figure 8.14. Determination of cloud top height from self-radiation
measurements aboard Kosmos 149 (a) and Kosmos 243 (b) satellites
in the 8-12 p and 10-12 p windows. Initial altitude is determined
from aerological sections - humidity (1) and temperature (2)

Examples of cloud top temperature determination from radiation

measurements aboard the Kosmos 149 [5.16] and Kosmos 243 satellites

are shown in Figure 8.14. The true temperature was estimated from

the aerological data with use of singular points in the form of

temperature inversions and marked humidity decrease. We see from

the figure that it is possible to determine solid cloud-cover top

temperature to within 3-50. From this temperature we can determine

the cloud top height zo, using the T ( ) profile if it is known (in

the figure the height is determined with an error of about ~ 1 km).

If the T (i) profile in the measurement region is not known,

we can use the climatic average profiles T (z) for approximate

determination of cloud top height zo)

T [ (zo)] = Tr. (8.22)

Determination of solid cloud-cover top temperature and height

is the most important problem of optical sounding in the IR spectral

region windows from satellites, since this is practically the only

way to obtain information on these parameters on a global scale.
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We note that cloud top height may be determined independently, for

example, with the aid of simultaneous measurements of reflected

solar radiation in the oxygen band, as was done aboard the Kosmos

320 satellite (see Chapter 9).

In the semitransparent cloud case we cannot determine reliably

either underlying surface temperature or cloud cover temperature.

The reason is that even small variations in cloud optical thickness

lead to marked attenuation of the Earth's surface radiation. On

the other hand, these clouds radiate very little, since as a rule

they are located at high altitudes and have low temperatures. As
a result cirrus cloud radiance from the data of [12] varies in the
range from 0.05 to 0.95. Therefore the radiation recorded by a

radiometer in the "windows" is strongly variable in space. Account

for such large variations under actual conditions can not yet be
accomplished. The same applies to the case of an optically dense

but discontinuous or multilayer cloud cover, for which the measuring
instrument as result of its finite aperture may sum the radiation /265
of the underlying surface and clouds with undetermined weights.

From this statement follows, specifically, the inadequacy of
the method proposed by Smith (6.4, 6.5) for determining the tempera-
ture profile from the Earth's radiation in the CO2 band under

conditions of broken or semitransparent cloud cover (see § 5 of
[7]), since the method requires determination of cloud top tempera-
ture from radiation measurements in the atmospheric windows.

The way out of these difficulties must be sought in use of

a priori information on the vertical and spatial structure of the

c]loud cover, temperature, and humidity, which can be used as the

first approximation in interpreting measurements under discontinuous

cloud cover conditions.
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CHAPTER 9

CLOUD TOP HEIGHT DETERMINATION

§ 1. Problem Formulation /266

As indicated above, measurements of solar radiation reflected

by the Earth and self-radiation of the planet can be used to inves-

tigate the vertical structure of cloud fields. One of the important

characteristics of cloud cover boundary structure is cloud top

height. In Chapter 8 we examined the possibilities of obtaining

information on this parameter on the basis of cloud self-radiationi

measurements in the 8-12 p atmospheric window or in narrower

spectral intervals of the window. These measurements make it possible

to determine cloud top height on both the illuminated and unillumi-

nated (by the sun) sides of the Earth. However,their use involves

the need for data on the vertical temperature profiles in the

measurement region.

On the illuminated side of the Earth we can use other methods

for determining cloud top height, based on measurements of the

reflected solar radiation in various parts of the spectrum, including

the absorption bands of atmospheric gases whose concentration varies

weakly in time and space (such gases are, for example, oxygen and

carbon dioxide).

The method amounts to the following. If we measure the intensity

II of the solar radiation reflected from a cloud for given sun

position Co and viewing direction e in the absorption band and the

intensity 12 in a neighboring spectral interval outside the band,

then the ratio

P [u(h), m] = (9.1)
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depends on the absorbing substance mass u in the atmospheric

column between the cloud and observer, and also on the air mass

m = sec 0o + sec e along the incident and reflected ray path.

Since the absorbing substance concentration is constant, the mass

u will be a function of the reflecting surface boundary height h.

Hanel [1] suggested using reflected solar radiation measure-

ments in the 2 p CO 2 absorption band for determining cloud height.

However this band overlaps the 1.87 p water vapor absorption band,

which makes interpretation of the measurements much more difficult

and may introduce uncontrollable errors in cloud height determina-

tion.

Yamamoto and Wark [2], and also independently Chapman [3] and

Rozenberg (see [2.37]), proposed using measurements of reflected

solar radiation in the 0.76 p (A) molecular oxygen absorption band

for determining cloud height. This spectral region has several

advantages in comparison with the 2 p CO2 band region: i) the

0.76 p 02 band does not overlap the water vapor bands and along-

side it there is located the 0.74 p spectral comparison interval,

within which there are segments of very weak liquid water absorp-

tion; 2) the solar energy magnitudes in this spectral region are

much higher than the corresponding quantities in the 2 p region;

3) for this spectral region there are high-sensitivity stable

radiation receivers (PEA) [Photoelectric Amplifier] which permit /267

making measurements with high spectral resolution.

However there are several difficulties which complicate the

solution of the posed problem under actual conditions even if the

required initial quantities (I1 and 12) are measured with sufficient

accuracy. These difficulties are associated with the quite complex

process of solar radiation transformation in the atmosphere and

in clouds. In fact, reflected solar radiation is a superposition-

ing of several components and these components have a different
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nature for the absorption band and for the comparison interval,

even if we take the radiation scattering coefficient and indicatrix

to be the same in these segments of the spectrum. The solar

radiation reaching the cloud in the absorption band region will

be practically completely absorbed in the central parts of the

lines (some fraction of this radiation will be back-scattered by

the atmosphere layer lying above the cloud). Radiation correspond-

ing to the line wings, somewhat attenuated as a result of absorp-

tion and back-scattering, reaches the cloud. Moreover, on the

cloud there falls the radiation which has been multiply scattered

by the overlying atmospheric layer and also that radiation which

was reflected from the cloud and has again been scattered by the

atmosphere to the cloud. As all this radiation penetrates into

the cloud it will be scattered by water droplets or ice particles

and absorbed along the scattering path by oxygen and liquid water.

The solar radiation reflected by the cloud into outer space

is absorbed and scattered by the atmospheric layer above the

cloud as it travels to the upper edge of the atmosphere. This

radiation together with the part of the radiation scattered by the

atmospheric layer above the cloud will be measured aboard the

satellite. To this we must add also that part of the solar radia-

tion which passes through the cloud to the Earth's surface, is

reflected from the latter, and again returns to the upper edge of

the atmosphere (in the case of strong reflection from the Earth's

surface this part may be significant). Thus the ratio (9.1),

measured at the upper edge of the atmosphere, depends not only

on the oxygen mass in the air column but also on the mass of

oxygen and liquid water along the photon trajectory in the cloud,

which in turn depends on cloud cover microstructure and thickness*.

* The ratio (9.1) may depend also on the cloud layer temperature,
since the liquid water absorption band center and coefficient
depend on this temperature.
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The layer above the clouds or multilayer cloud cover may make a

definite contribution.

It is quite clear that a definite complex of radiation measure-

ments and also the use of additional information on cloud cover

properties are necessary in order to take into account some of these

factors in each specific case. In the following we shall examine

one version of such a measurement complex carried out aboard the

Kosmos 320 satellite.

In accordance with the described process of reflected solar

radiation field formation,ithe problem of determining cloud top height

from measurements in the 02 0.76 p band can be broken down into

the following basic parts:

1. Determination of the atmospheric transmission function

for different sun and observer positions with the aid of calcula-

tions based on the absorption band fine structure parameters (line

position, intensity, halfwidth, and form) and measurements under

actual conditions which are suitable for the computation conditions.

These data are required to establish the relationship between

atmospheric transmittance and the oxygen mass along the ray path

(or the pressure at the reflecting surface level).

2. Development of a technique for taking into account the

additional absorption of solar radiation by the oxygen and water

along the photon trajectory during their scattering in the cloud

layer. Since the geometric, optical, and microstructural charac- /268
teristics of the clouds under the specific measurement conditions

are not known, the methods of introducing to the ratio (9.1) the

corrections associated with the additional absorption will be

statistically optimal.
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3. Estimation of the h determination errors due to solar

radiation scattering in the atmospheric layers above and below the

clouds, which are associated primarily with variations of the

aerosol component.

These three problems do not by any means exhaust the entire

complex of particular problems of the overall task of determining

cloud height in the real atmosphere, for example, such as account

for multilayerness and nonhomogeneity of the cloud cover. However,

these three problems are basic and development of methods for

solving them constitutes the subject matter of the present chapter.

§ 2. Parameters of Oxygen A Band Structure

The molecular oxygen absorption band centered at 7620 A has

been used very little to date in problems of atmospheric physics,

primarily because of its small role in solar radiation absorption

in comparison with the water vapor bands. However, the fine struc-

ture of this band has been studied quite carefully in connection

with problems of spectroscopy and astrophysics. A detailed pre-

sentation of band structure study results was provided in [4, 5],

but the contradictory nature of these results led to the recent

appearance of new studies [6-9] in which attempts were made to

obtain refined molecular parameters of the A band on the basis of

more complete measurements of its spectra. The data obtained in

[6-9] make it possible to establish the most reliable magnitudes

of the parameters, which are used in the following for calculations

of the atmosphere transmission functions in the A band.

The 0.7620 p molecular oxygen band consists of the R branch,

located in the interval 7593-7616 A, and the P branch in the
0

7620-7700 A wavelength region. Each branch consists of line pairs

PP' PQ PR' RQ of different intensity and with different relative
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positioning. The exact line position values voy, obtained in [10]

are shown in Table 9.1.

The following procedure is used in [5-81 with some variations

for determining the individual line intensity

Si = k (v)dv (9.2)
0

From absorption spectra measurements for different pressures of

pure oxygen or mixtures of oxygen and nitrogen the total band

intensity is determined

S = k (v)dv, (9 3)
o0

which, following [61, we characterize by the oscillator force

magnitude

mc'T s (9.4)
1o= ~eTo coNLu

where me, e2 are the electron mass and charge; c is the speed of

light; c0 is the oxygen concentration; u is the equivalent

absorbing layer thickness at standard pressure and temperature TO;

NL is the Losschmidt number; T is the temperature of the medium.

The relative contribution of each line to the overall inten-

sity is described by the relation

Sj = SF (J) Q- (T) exp ( - cE) I (9.5)

where h and k are the Planck and Boltzmann constants; E" is the /270

lower energetic level; Q (T) = E F (J) exp (-hcE"/kT); F (J) is
J

a weighing function which depends on the line rotational quantum

number J.
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TABLE 9.1. CENTER LOCATION, INTENSITY Sj, AND HALFWIDTH yo
5 -2  -1(S IN10 *cm atm ) FROM DATA OF [6-8]*

Vole- C, A I sj el . y[7] Sj [8] j, [17, SI Y8 7e, -1vu atm e--atm
13118,04 7620,29 8,52 8,05 6,47 0,079 0,050
13114,09 7623,29 10,9 9,50 9,94 0,074 0,092
13112,01 7624,50 15,7 15,1. 13,1 0,069 0,050
13107,62 7627,05 16,5 15,1 13,0 0,066 0,048
13105,60 7628,22 20,7 19,8 16,8 0,064 0,049
13100,81 7631,02 19,5 18,1 15,3 0,062 0,048
13098,84 7632,16 22,9 22,1 18,4 0,061 0,048
13093,64 7635,19 19,3 18,7 15,8 0,060 0,047
S13091,70 7636,33 22,5 21,8 18,3 0,060 0,046
13086,11 7639,59 18,1 17,2 14,4 0,060 0,046
13084,19 7640,11 20,0 19,5 16,3 0,059 0,048
13078,22 7644,20 15,0 14,5 12,4 0,059 0,045
13076,32 7645,31 16,3 16,1 13,8 0,058 0,046
13069,95 7649,03 11,5 11,2 9,63 0,057 0,042
13068,07 7650,13 12,1 12,2 10,8 0,055 0,044
13061,31 7654,09 ,8,10 8,05 7,15 0,054 0,043
13059,45 7655,18 8,65 8,77 7,67 - 0,052 0,042
13052,31 7659,37 5,40 5,46 4,91 0,051 0,039
13050,47 7660,45 5,67 5,75 4,98 0,050 0,040
13042,93 7664,88 3,30 3,45 3,15 0,049 -
13041,11 7665,95 3,50 3,60 3,44 0,048 -
13033,19 7670,61 1,90 1,97 2,08 0,047 -
13031,38 7671,67 2,00 2,08 2,17 .-- 0,045
13023,07 7676,57 1,03 1,09 - - 0,044
13021,28 7677,62 1,07 1,15 - -- 0,043
13012,58 7682,76 . 0,52 0,56 0,42 -- --
13010,81, 7683,80 0,37 0,59 0,43 - -
13162,49 7595,26 3,54 3,73 -- - -
13161,61 7595,76 1,92 2,00 - -.

13160,80 7596,23 5,80 6,03 - - -
13160,34 7596,50 3,30 4,02 - - -
13158,73 - 7597,42 8,85 9,05 -- -- -
13158,67 7597,46 5,40 5,05 - - --
13156,61 7598,65 8,15' 8,2 -. -

13156,27 7598,85 12,7 12,8 - --
13154,17 7600,06 11,6 11,5 .-
13153,42 7600,49 16,8 16,8 - - -
13151,34 7601,70 15,1 14,9 12,0 - -
13150,19 7602,36 20,6 20,7 i6,5 - -
13148,13 7603,55 18,3 17,8 14,6 - -
13146,57 7604,45 23,3 , 22,0 18,6 - -
13144,53 7605,63 20,2 19,7 16,1 -- -
13142,57 7606,76 23,9 23,7 '18,6 - -
13140,56 7607,93 20,0 19,2 16,1-- -
13138,19 7609,30 21,8 21,7 17,1 -
13136,20 7610,45 17,2 16,5 13,8 --
13133,43 7612,06 16,8 17,1 13,4 ---
13131,48 7613,19 11,8 11,2 9,54 - - -
13128,26 7615,06 9,53 10,2 8,18 -- .
13126,38 7616.,15 4,20 4,03" 3,47 - -

Translator's note: Commas in numbers represent decimal points.
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We see from (9.5) that in order to determine the absolute line

intensities for known value of S (or f0 ) it is necessary to find

the function F (J). The latter is determined in [6-8] from

absorption spectra measurements with quite high resolution:

0.15 - 0.3 cm- 1 in [6], 0.6 - 1.2 cm- 1 in [7] and 0.053 cm- 1 in

[8]. The function F (J) was also calculated previously by Shlapp

[11] on the basis of quantum theory and obtained experimentally by

Childs and Mecke in [12]. The comparisons of the relative (or

normed in various ways) Sj distributions made in each of the studies

[6-8] show satisfactory agreement with the distributions of [ll]

and [12]*. However the absolute values of Sj, which practically

coincide in the studies [6, 7], differ by 15-20% from the S values

obtained in [8] (see Table 9.1), although the oscillator force

magnitudes were similar in these studies.

To explain the possible reasons for these discrepancies it is

necessary to examine the methods and results of line halfwidth

determination yo at standard pressure, obtained in [6-7] from the

same high-vacuum spectra. The method used to determine Yo in [7-8]

was based on using the known expression for the integral absorption

(or equivalent width) of an isolated line with Lorentz contour

w = S A (v) dv = 2nTxe-x [1(ix) - il (ix)], (9.6)
0

where

X= = pT =T(9.7)

* The relatively large discrepancy between the Sj values measured

in [7] and those calculated from the Shlapp data is I explained by
the author of [8] by the use in [7] of the original Shlapp calcu-
lations, which were later refined in [11].
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and 10, I1 are Bessel functions of imaginary argument. For small

x (weak lines or small u) w is independent of y; for x >> 1

w = 2 (Su)',. I (9.8)

Thus, if the S are known and w are measured for sufficiently large

x the expressions (9.6) and (9.7) permit determining the line half-

widths. However,jwe should note that the y values obtained by this

method will include errors associated with the following factors:

influence of the spectral instrument apparatus function, overlap

of neighboring lines for large x, assumption on the dispersion

contour of the line wings, which yield the primary absorption contri-

bution for large x. It is probablel that the various methods for

taking these errors into account explain the comparatively large

discrepancies between the yo values obtained in [7, 8] when using

the described procedure (see Table 9.1). In turn, these values

differ from the yo values obtained in [6] by extrapolation of the

experimental relations y (p) to small p.

The large differences in the Sj and Yo values make it difficult

to select the most reliable band parameters for use in calculations

of the transmittances P , particularly since the examples presented

in [5-7] of comparison of P measured and calculated from the

corresponding S and Yo show quite satisfactory agreement in all

cases. Therefore we must first of all analyze the reasons for

this P agreement in [5-8] for such different initial parameters, /271

examining for this purpose the most significant characteristics

of the technique of each of these studies.

In [5] the oscillator force and Sf distribution were determined

on the basis of sea-level solar spectra measurements in the A band,

which complicated the problem somewhat because of nonhomogeneity

of the atmosphere and variation of its temperature with altitude,

and also because of the possibility of additional solar radiation
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attenuation by other absorbing substances present in the atmosphere

(the latter factor may play a strong role, since in [5] the

measurements were made for very low sun positions, requiring account

for layer curvature and ray refraction). The expression obtained

in [5] for determining the total band intensity S included in

explicit form the line halfwidth yo, which the authors of [5],

referring to several previous studies, took equal to 0.048 cm-1

However the value of S calculated in this case, corresponding to

the oscillator force f0  2.4 10 , was increased by the authors
-10

of [5] to the value f0 = 3.2*10 in order to provide best agree-

ment of the measured and calculated transmittance (the degree of

closeness of the P curves is illustrated in Figure 9.1 a).

The SJ distribution is not presented in [5]. However,

judging by the value of f0 and the weighting function F (J) used

in the calculations (based on [11] and [12]) the line intensities

must have been high by 20-30% in comparison with the analogous

parameters in [6-8] (see Table 9.1). Considering that the deter-

mination of these parameters in [5] was based on absorption spectra

measurements in an unadequately controlled medium, and also taking

into consideration the arbitrariness of Yo selection and absence

of estimates of the influence of the line dispersion contour wings,

the parameters SJ and yo proposed in [5] cannot be recommended

for reliable calculations of the tranmittances P under different

atmospheric conditions or sun and observer positions. More

reliable from a methodological viewpoint are the spectra measure-

ments in a homogeneous controlled medium made in [6-8]. These

measurements permitted determining SJ and Yo from a closed system

of experimental data and computational formulas, and also permitted

evaluation of the influence of line form.

Because of the relatively low resolution in [7] the spectral

measurements were made in the range of pure 02 (or 02 + N2 mixture)

pressures from 7 to 13.6 atm, for which the total intensity was
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Figure 9.1. Comparison of measured (solid curves) and calculated
(dashed) transmittances in the 0.76 p 02 band

a- at sea level for m = 2 [51; b- using pure oxygen with
= 2 atm, u = 311 g/cm 2 [7]

independent of pressure and the line halfwidth was comparable with

the spectral instrument slot width. The line overlap obtained in

this case required, according to the authors of [7], the introduc-

tion of small corrections. In any case the total band intensity

determined in [7] was close to the analogous values of [6, 8]

(f0 = 2.4*10-10) and the individual line intensities practically

coincided with the SJ of [6] (see Table 9.1). As for the line

halfwidths, they were quite large in comparison with the analogous

values of other studies (for pure 02 the average value yo = 0.060
-1

cm - ) and according to the authors of [7] this value should be

increased by 5% for the 02 + N2 mixture. Moreover, in [7] a

conclusion was drawn on the weak influence of line wing deviations /272

from the dispersion contour on the transmittance in the 02 band

under atmospheric conditions.

Using the parameters obtained, the authors of [7] calculated

the transmittances P for the same conditions for which the initialV

spectra measurements were made. Figure 9.1 b shows that just as in

[5] the measured and computed PV agree quite well with one another

(the authors of [7] associate the small discrepancies with dif-

ferences between the actual apparatus functions and those used in

the calculations). However the average Yo value exceeds that
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used in [5] by 25%, i.e., by approximately the magnitude of the

oscillator strength increase in [5]. This gave a basis for the

authors of [7] to state that the increase of f0 and S in [5] is
-1a sort of compensation for the low value of yo = 0.048 cm ,

since for the measurement conditions in [5] the absorption function

is proportional to the product1 (ySj)'/A;. It is probable that this is

the reason why the transmittances calculated in [5, 7] for markedly

different S and Yo were close to the measured P . Analysis of

the [7] results is difficult because of confusion in the methods

for introducing the estimates of the errors associated with line

overlap, apparatus function exclusion, and line wing influence.

Moreover, these factors may become a source of seriuos errors,

particularly in yo calculations. This confirmed to some degree by

comparison of the parameters obtained in [7] with the results of

[6, 8], based on more complete experiments and an adequately closed

interpretation technique.

In [8] the same relations were used for determining Sj and Yo

as in [7], however in this case the corrections for line wing

shape (using the Benedict formula [13]) and the apparatus function

were taken into consideration. Thanks to the high spectral resolu-

tion in [8] the apparatus function correction was estimated as a

few percent. The absolute S values, obtained both directly from

individual line spectra measurements and from the band intensity
-10

(fo = 2.3*10 ) with a priori given distribution of the type [11],

were identical within the measurement error limits. We see from

Table 9.1 that the S values were lower by 15-20% than the analogous

values obtained in [6, 7]. In [8] the line halfwidths were deter-

mined directly from the line profile measurement with elimination

of the apparatus function and with account for the Doppler half-

width (yD = 0.014 cm- atm- ), which is significant at low

pressures. The authors of [8] indicate that the Yo differences for

pure oxygen and air are within the measurement error limits.
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This conclusion contradicts the results of [6], in which Sj

and Yo were also determined from absorption spectra measurements
-I

in the A band with resolution 0.2 - 0.3 cm in pure oxygen and

in mixtures with nitrogen at pressures from 1 to 20 atm. The

relative intensities S measured directly and calculated in [6] from

the oscillator strength and the F (J) distribution of [11] were

close to one another and to the distribution of [12]. We see from

Table 9.1 that the absolute S values are about 15-20% higher than

Sj values from [8] but close to the values of [7]. As for the line

halfwidths, which in contrast with [7, 8] were determined not with

the aid of (9.6) and (9.7) but rather by extrapolation of the

experimental y (p) relations to small p, the smallest yo values of

all the studies examined (mean Yo z)0.042 cm - atm -  for pure 02

and 0.038 cm-  atm - for air with mean-square error of order

+ 0.03 cm-1 atm 1 and tendency toward decrease with increase of J,

which agrees well with the data of [7, 8]) were obtained in [6].

When using the parameters S and yo to calculate the transmittances,

the authors of [6] came to the conclusion that it is necessary to

alter the line contour wing form, specifying the latter by the

formula

k. (v) k-. -[( VVO +i]I (9.9)

Formula (9.9) for q < 2 yields high absorption coefficients kq (v) /273

in the line wings in comparison with the Lorentz contour (q = 2).

The examples presented in [6] of comparison of the transmit-

tances measured in the surface air layer [1.8] and calculated for

various q showed that the best agreement is obtained with q = 1.9

(Figure 9.2). As noted in [6], this contour form selection is in

agreement with the conclusion of Mizushima [14] and other investi-

gators that the wings of the real line contours should be 20-30%

more intense that the dispersion contours. Without delving into
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E61; 6- in surface air layer E1.8]; 7- calculation after E51

Figure 9.2. Comparison of experimental and theoretical 02 trans-
mittances hod differences, we simply note one specific interpretation[6]

a- y = 7604 A b- sence 7630 A; 1-4- calculations using (9.9) for
q = 2, 1.9, 1.8, 1.6, respectively; 5- measurements in cuvette
[6](total; 6- in surface air layer [1.8l; 7- calculation after [5]

the physical bases of this question, we note that an analogous

relation is obtained with a high halfwidth value; for sufficiently

distant line wings (1overlap) elimination, an(2)d apparatus function) in

Evaluating the results of [5-8] from the viewpoint of their

use for transmittance calculations in the real atmosphere, we can

conclude:

i. The differences in the ensemble of parameters Sj and Yo

are associated with the inadequacy of the measurement and inter-

pretation methods in these studies. Leaving aside the measurement

method differences, we simply note one specific interpretation

difference -the absence of integrated account for the basic factors

(total band intensity, individual line intensity distribution,

connection between halfwidth and the measured quantities, line

wing shape, line overlap elimination, and apparatus function) in

determining Sj and yo in all the studies except [8].
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2. It would appear that the interpretation scheme closure

and quite high measurement level in [8] would yield a basis to
assume that the parameters SJ and yo obtained in [8] are the most

reliable. However the use in [8] of the distant line wing contour

following Benedi t [13], described by (9.9) with unknown value of

the parameter q, does not permit analysis of the reason for the

discrepancy between the results of [6] and [8]. It is also not clear 1

how valid the statement of the authors of [8] is, which contra-

dicts [6], concerning the small differences in pure oxygen and'in

mixtures of oxygen and nitrogen.l

3. The ensemble of parameters SJ and yo obtained in [6] on

the basis of independent measurements should be quite reliable.

Here the required closure is achieved by selecting a suitable line

wing contour to provide the best agreement with experiemnt for the

given ensemble of parameters SJ and yo.

4. The line contour is obviuosly that factor, common to all

the subject studies, which makes it possible to use any of the Sj

and Yo ensembles obtained for transmittance calculation, provided /274

the line contour is compatible with the method used to extract these

parameters from the experimental data. For example, after fixing
-lthe value Yo = 0.048 cm- 1 and the line dispersion contour the

authors of [5] were forced to increase the parameters SJ in order

to correlate the calculations with the stronger actual absorption,

associated to a certain degree with the more intense wings of the

actual line contours.

An analogous result was also obtained in a natural fashion

in [7], in which the dispersion contour was also used and the

parameters SJ were essentially fixed. Therefore, in accordance with

the experimental data reduction technique the adjusting parameter

was the halfwidth, elevated values of which were used to provide

the increased absorption in the line wings which was necessary for

466



agreement with the measurements. To confirm these conclusions it

is necessary to compare the results of calculations of the trans-

mittances P from various ensembles of parameters Sj and Yo, both

with one another and with the available results of P measurements.

§ 3. Transmission Function

The parameters of the oxygen A band presented above permit

calculating the transmittance in various parts of the band in an

atmosphere which is uniform or nonuniform as a function of altitude

with the aid of (1.12) and (1.13), respectively. Such calculations

were made in [5-71 to check the band parameters obtained therein,

and also in [15] on the basis of the computational method developed

in [16]. In all these studies examples are presented which indicate

quite satisfactory agreement of the calculated and experimental

transmittances (see Figures 9.1 and 9.2), in spite of the difference

in the initial band parameters.

We mentioned previously the possible factors which may lead

to this agreement. In the following we shall present results of

calculations of the transmission functions P , made in [30] for

various combinations of parameters S and Yo [5-8] using the same

technique with account for the corresponding line contours. Since

clomparisons of these calculations with the data of P measurements

in the surface layer and along paths inclined toward the sun are

required, in computational formulas of the type (1.12) and (1.13),
we can also take into account the instrument apparatus function

cP ( - !

V r

P , )= ((v - v)exp[-muo k(t, T) dtdv.(.
VI 0
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In these formulas u, o= cbL is the oxygen mass along a uniform and

isothermal path of length L, reduced to standard pressure (p 0 )

and temperature (TO ) (cO is the 02 concentration; b is the pressure

in atm); u0 = coPol/qpo, is the uniform oxygen atmosphere height;

= p/po is the observer's leight; m = sec o + sec 0 is the air mass

(PO is the 02 density for p = Po, 0,0 are the zenith distances of

the sun and observer, respectively).

Since the theoretical transmission functions can be used with

different spectral resolution the question of the averaging interval

width Av is important. The computational program permitted averag-

ing over any Av. However, considering the tremendous volume of

information obtained in the P calculations for small Av (on the

order of the line halfwidth) and also bearing in mind the compara- /275

tively coarse resolution of the spectral apparatus used at the

present time in full-scale measurements (including aboard satellites),

we performed the averaging in (9.10) and (9.11) in the limits of

each line. In this case the integrands in (9.10) and (9.11) were

calculated at 40 points on both sides of the line centers with s

spacing 0.005 cm- 1 . The remaining v segments on the neighboring

line wings were divided in half and in each half the integrands

of (9.10) and (9.11) were calculated at 20 additional points.

Consequently, within the limits of each line we calculated 80

values of the monochromatic transmittance with account for neigh-

boring line overlap. In these calculations we took .q(7-v)-_ 11

within the interval (v,,v 2) and p (--v)~ 0 outside the latter. The

transmittances obtained in this way for each set of parameters Sj

and Yo were compared with one another and with the P measured with

the aid of instruments whose resolution was much less than A .

In transmittance calculations for the nonuniform atmosphere

significant difficulties are associated with accounting for the

dependences of S and Yo on the temperatures profile T (C). It
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was shown in [5] that the transmittances for the standard, arctic,

and tropic T ( ) profiles differ from one another by 1% (Table 9.2).

This permits taking atmospheric stratification into account by the

effective temperature Te = ST( )d- (in the standard atmosphere case
0

Te = 2500 K). The comparison examples presented in Table 9.2 of

P (v, Te ) calculations for Te = 250 - 2900 K and the transmittances

for the three-layer atmosphere (each layer is isothermal and the

S are taken for T = 200, 250, 2900 K) show that the error arising

in this case does not exceed 5%. The introduction of Te simplifies /276

the calculations, since the integration in (9.11) over C for the

dispersion contour k (v, Te) is performed in closed form. We must

bear in mind here that it is necessary to integrate with respect

to from some min > 0, since for = ,0k, inthe Lorentz contour

becomes infinite*.

Integrating in (9.11) with respect to t in the limits from

min = 0.01 to an arbitrary level r with account for the Lorentz

line shape (1.15) in the dependence of y on and T, we obtain

1 - ( T ) ,mtn dv, (9.12)
P(v, , m) - ( p(v - v , (.2

where

S (Te) niu f e1

The transmission function calculation examples shown in Figures

9.3 and 9.4 confirm the necessity for matching the parameters S /277

* In reality for low pressures we must use the combined and Doppler
contours (see [15]); the contribution to P, of these factors and
variations of Cmin>O,Oi! is within the limits of the initial band

parameter errors.
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TABLE 9.2. COMPARISON OF TRANSMISSION FUNCTIONS CALCULATED

IN [51 FOR STANDARD (Ps), TROPIC (Pt), AND ARCTIC (Pa)

TEMPERATURE PROFILES WITH P FOR THREE-LAYER

(P) AND ISOTHERMAL (P) ATMOSPHERES*

SP) P a Ptl I (290) P (250)

m=2rn = 2

1 0,34 0,32 0,35 0,36 0,36 0,35

-0,9 0,38 0,37 0,39 0,41 0,42,. 0,40

0,8 0,43 0,42 0,44 0,46 0,46 0,45
-0,7 0,48 0,46 .0,49 0,51 0,52 .0,50
,0,6 0,53 0,52 0,54 0,56 0,57 0,54

-0,5 0,59 0,58 0,60 0,63 0,64 0,62
-0,4 0,66 0,64 0,66 0,69 0,69 - 0,68

-0,3 0,73 0,73 0,73, 0,74 0,74 , 0,73
.0,2 '0,82 0,82 0,81 .0,82 0,82 0,82
.0,1 0,91 0,91 0,91 0,91 0,92 0,91-

m=6

S0,12 0,11 ,0,14 0,14 0,14 0,12

,,9 0,16 0,15 0,17 0,18 0,19 *. 0,17

-0,8 0,20 0,20 0,21 0,23 0,23 0,21

0,7 0,25 0,24 0,26 0,28 0,29 0,27
0,6 0,30 0,29 0,32 0,34 0,35 0,33
0,5 . 0,37 0,36 0,38 0,41 0,41 0,39
,0,4 . 0,46 0,44 0,46 0,46 0,47 0,45
0,3 0,56 0,56 0,56 0,57 0,58 0,57
0,2 0,69 0,69 0,68 0,70 0,70 . 0,70
0,1 0,84 0,84. 0,84 0,85 0,85 0,85

STranslator's note: Commas in numbers represent decimal points.

and Yo with the line shape. Actually, the values of P (v, L) cal-

culated using the parameters of [6] and [8] practically coincide

(Figure 9.3)** while the calculations using Sj and Yo from [7], where

such agreement does not exist, yield low values of P (v, L)

(however the latter are close to the experimental values of [1.8]

and [17]). This is also seen from the examples of P (v, C, m)

calculations for the nonuniform atmosphere (Figures 9.4 and 9.5),

** Since the value of the parameter q in (9.9) was not indicated in
[8], we used.in the calculations the value q = 1.9, recommended in
[6].
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Figure 9.3. Comparison of transmission functions P (v, L) calculated
for uniform atmosphere with measurements [1.8]

0 0

a- X = 7605 A; b- X = 7630 A; 1- from [6]; 2- from [7]; 3- from
[8]; 4- measurements

.,I a/ / b

\. ----
* ..

Z 6 / " /X .,

Figure 9.4. Comparison of P (V, m) for nonuniform atmosphere

1- calculation from [5]; 2, 3- calculation from [7] and [8], re-
spectively; 4- measurements [1.8]

in which the dispersion contour and elevated values of the para-

meters Sj [5] or Yo 17] were used. Thus, the transmission functions

calculated using either matched SJ, Yo, and line contour ensembles

or corrected parameters which provide description of the absorption

under actual conditions can be used to determine the cloud top height

h. Here we must bear in mind that in the cloud height range
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(h < 12 km) the dependence of the absorption function (A = 1 - p)

on the absorbing substance mass is close to the square-root law

(9.8). Therefore we can expect increase of the relative errors in

determining h for low clouds.

It would seem that the h determination errors could be

reduced if we use transmission functions in band regions with

different absorption. For example, it was noted in [5] that P
o

in the 7607 A region is more sensitive to high clouds and in the

7632 A region is more sensitive to low clouds. But we see from

Figure 9.6 that in the limits of realistic transmission function

measurement errors the sensitivity, described by the derivative

aP /az, was practically the same for these two spectral intervals.

If the transmission function is measured with absolute error 0.04

in the range of P variation from 0.1 to 0.7, then cloud height

can be determined with an error less than 1 km. The conclusion

on identical sensitivity of P in different segments of the A band

is important in selecting the optimum method for transmission

function measurement from satellites. However, in selecting the

measurement method it is also necessary to have estimates of the

other cloud height determination errors, the most important of

which are the errors in accounting for additional solar radiation

absorption in clouds with unknown optical characteristics.

I.

A7 mbar

Jr7e

Figure 9.5. Comparison of P (v, m) calculated for nonuniform at-
mosphere in [5.91 with measurements of [17]

1- calculation; 2- measurements. X = 7630 A
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Figure 9.6. Dependence of P on 5 from calculations of [5], illus-
trating sensitivity of PV to reflecting surface height h

Solid curves are for m = 2, dashed are for m = 6. The dashed straight
lines bound the range of PV values in which the error 6P. ; 0.04
leads to an error h=i n. 1- X=7607A ; 2- X = 7632 A

§ 4. Account for Radiation Absorption in Clouds and in the Atmos- /278

phere

Solar radiation absorption along the scattering path in a cloud

depends significantly on the microstructure, water content, and

geometric parameters of the cloud, and also on the relationship

between the absorption and scattering coefficients. Since there is

generally no information on these parameters for the clouds above

which reflected solar radiation is measured from satellites, in

developing a technique for taking into account the corresponding

correction in determining cloud cover height it is necessary to

use additional information on cloud cover characteristics, obtained

independently on the basis of calculations and statistical analysis

of experimental data. The calculations required for this purpose

of the reflected solar radiation intensity dependences on the cloud

parameters and also on the sun and observer positions are based on

solving the transport equation in a flat layer of an optically dense

medium (the optical thicknesses T* reach magnitudes of 30-5b) having

very elongated scattering indicatrix (the forward radiation scat-

tering exceeds the scattering in the back direction by 3-4 orders

of magnitude). The relationship between the absorption and
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scattering coefficients is taken into account in this cloud model

using the quantum survival probability A = a/(a + a), which varies

from unity (for pure scattering) to small values close to zero

(for very strong absorption). The technique and results of such

calculations for some models of optically dense layers are presented

in several studies [I. 7; 18-24]. Direct application of the method

of [21] to the oxygen A band was carried out in [25].

The Monte Carlo method [1.94, 1.95] has recently been used for

analogous calculations; it permits taking into account selective

absorption in a scattering medium using a transmission function of

the form (1.20). Experimental studies of transformation of the

0.76 1 band in clouds were made in [26, 27].

We shall present some results obtained in [25] of calculations

of the corrections for absorption in clouds, since these data were

used by the authors of [25] to determine cloud heights from obser-

vations aboard the Gemini 5 spacecraft. To simplify the calcula-

tions the authors of [25] divided clouds into three types on the

basis of altitude h - low (St, Ch = 0.7 - 1), middle (Ac,As, h=j

0.5 -- 0.7) , and high (Ce, h, <0.5)1 - with the same normal drop size

dilstribution laws (mean particle size 0 = 10 p, variance cr = 4 2

water content (0.2 g/cm 3 for St and As and 0.3 g/cm 3 for Cb), and

water vapor content. The authors of [25] take into account selec-

tive atmospheric absorption in the 7607 and 7632 A intervals, for

which the transmission functions were calculated in [5] in the layer

up to 100 mbar using the equivalent absorption coefficient k ,
determined from the relation

P(, m)= exp- muo,(t) d t] = exp [- mu, k,(t, t, 0)] dt. (9.13)
VI 0 0 I

The coefficients kq averaged for the low, middle, and high clouds

over the layers C = 0.7-1, 0.5-0.7, and 0.3-0.5, respectively, were
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used in the calculations of radiation scattering in the clouds. It

is easy to see that the method used in [25] to account for selective

absorption in a scattering medium cannot be considered sufficiently

correct, since the coefficient k a will depend not only on the C

level and angles of incidence Co and reflection e, but also on the

absorbing substance mass along the path traveled by a photon in

the cloud. For optically very dense clouds with large angles o

and e this method will probably lead to excessive corrections for

radiation absorption in the cloud. This shows up to some degree

in comparing the corrections obtained in [25] and in the earlier

study [27] by the two-stream method (in the latter case the /279

correction factors were significantly smaller). Examples of cor-

rection factor dependences on cloud thickness Ah and angle Co for

fixed angle 0 = 180 are shown in Figure 9.7. On the basis of the

reciprocity principle these corrections can be used by exchanging

places of Co and e. According to the data of [251,1the correction

azimuthal dependence was negligibly small. When using these cor-

rection factors to interpret observations from the Gemini 5 space-

craft, the authors of [25] were forced to make additional absumptions

on the observed cloud geometric thickness on which these corrections

depend. This reduces correction introduction reliability,lmoreover

the corrections are obtained on the basis of only a single cloud

model, whose applicability limits are not known.

h, M a! b c

/

Correction factor)

Figure 9.7. Correction factor as function of Ah and ro according to

[25]

a- low clouds; b- middle; c- high; 1-4- o = 18.2; 41.4; 63.3,
75.50 ,\respectively
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The difficulties of cloud geometric thickness selection may

be reduced somewhat if we use the statistical characteristics of

cloud boundary vertical structure, an example of which was presented

in § 4 of Chapter 3 for stratus clouds. As was shown in § 4 of

Chapter 3, stratus cloud base and top heights correlate closely with

one another (see Table 3.3). This circumstance makes it possible

to determine for this type of cloud cover the cloud base height h i

if the cloud top height h 2 is known (or vice versa) by using the

optimum extrapolation method.

In fact, if we represent the cloud base (top) height deviations

hj(h), from the norm h,( 2 ) in the form of a linear dependence on the

corresponding cloud top (base) height deviations h (hi):)

h;=ah2,,h2i= a2h (i=-1,2,...,N), (9.14)

the unknown coefficients am (m -- 1.2) can be determined from the con-

dition of minimum of the functional

6h (am) [h'i - amh'il (m, k = 1, 2). (9. 14)

Here the overbar denotes averaging over all realizations i=1,2,...,N

occurring in the experiment.

Performing the requires operations in (9.15) and applying the

condition for minimum of the functional

= 0,
aa

m

we obtain the relation

B h,(h., hA)am h(- k (m, k = 1, 2). (9.16).=Bhh(hk'r hd (9.16)

The correlation moments Bhh (hm, hh),Bhh(h, hh)l are presented in Table /280

3.3. The total height hm is obtained by adding hm to the corre-

sponding norm shown in Table 3.2.
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Figure 9.8. Regression relation between h2 and h2 from [3.15] for
cold (circles) and warm (points) half of the year

We should keep in mind that the cloud top heights are determined

by the optimum method with the absolute error 6h, which also may

be expressed in terms of the correlation matrix elements (see

Table 3.3)

h hhm (Bh, (hk, hk) (9.17)

The relative error e = 6h/i, is expressed in terms of the correla-

tion coefficient rhh(hm, hk):!

Sh = 1-rh (hm, hk) (9.18)

Therefore, in spite of the quite high correlation coefficient

rh,(h 2,hj,) = 0.88 for the warm half of the year and 0.89 for the cold

half, we find that 6h = 0.18 ni' and e,, = 47%1. Consequently, on the

average the stratus cloud top height may be determined by the

described method with mean-square error - 30%), which for lack of

other possibilities can be considered acceptable for the subject

problem. To illustrate the method the quantities h2 were calculated
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in [3.15] under the assumption that the quantities h1 are known

from measurements and the norms h1 and h2 are known from the statis-

tical analysis presented above. Figure 9.8 shows the regression

relation between the heights h2 measured during airplane sounding

[3.27] and h2 determined by the optimum extrapolation method. Al-

though in individual cases the errors of this determination are

quite large and reach 0.75 km* (these cases are circled in Figure

9.8), most of the h2 values are obtained with quite satisfactory

accuracy.

Similarly and with the same accuracy, from the cloud top height

h2 we can determine the cloud base height hI and, consequently, the

thickness Ah, which is necessary for introduction of the correc-

tions in determining h2 from reflected Earth radiation measurements /281

from satellites in the 0.76 U absorption band, for example, with

the aid of the curves in Figure 9.7. To obtain these corrections

in the stratus cloud case we suggest the following algorithm, which

permits estimation in addition to Ah of certain optical parameters

of these clouds. From directly measured ratios 11/12 of the in-

tensities in the band (II) and outside the band (12) and from the

known transmission function of the form (9.11), for given m we

determine the first height approximation h2l) without account for

additional absorption in the cloud. Then, using optimum extrapo-

lation and formulas (9.14), (9.16) we calculate the first approxi-

mation h(l) and the cloud thickness Ah(l = 1h' - h' L On the other
1 (1)hand, from measurements of I2 and from h we can estimate the

cloud optical thickness T2 outside the band, using the calcula-

tions mentioned above of solar radiation reflected from optically

dense media for different T2 (see, for example, [21]). Then it

* Careful synpotic-aerological analysis of the experimental data
[3.27] showed that the scatter in Figure 9.8 is associated with
the fact that the stratus clouds in these cases are not the air
mass type, i.e., they should be excluded from consideration.
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is easy to determine the average coefficient of scattering in the

cloud a ) = (-'/Ah) and, consequently, the quantum survival proba-

bility A(i)= a ) /(+cr) a)! (a is the coefficient of oxygen absorption

in the selected band segment for the given cloud level). The
quantities ,(1) (1) A(l)
quantities a(, , can be considered the input para-

meters in calculating the corrections for additional radiation

absorption in the cloud by any of the existing computational

methods, the Galin method [241] for example, and we can obtain

the refined cloud top height h .

The corrections for absorption in stratus clouds were ob-

tained in [17] experimentally with the aid of an airplane-borne

spectrograph which permitted measuring the reflection and

transmission spectra in the 02 0.76 p band with resolution 2.5-5 A.

The interval near 7630 A was studied in [17], for which the

transmission functions of the atmospheric layer above the clouds

were measured at various altitudes with and without account

for reflection from the clouds and for different air masses

(for this purpose the spectra of solar radiation reflected from

the cloud and from a diffusion screen were measured at various

levels). A comparison of the experimental and calculated trans-

mission functions is shown in Figure 9.5. The cloud top heights

were determined from the optical measurements and were measured

directly using an altimeter. As we would expect, the true cloud

top heights were systematically greater than the heights obtained

optically (the mean value of this difference was 1.4 km, the

mean-square deviation was 0.3 km for cloud thicknesses 1-1.3 km).

The correction factors calculated in [17] on the basis of solu-

tion of the transport equation by the two-stream method were

close to the measured values (0.8-1.3 km). In the techniques

proposed above for taking account of solar radiation absorption

in clouds we neglected scattering in the atmospheric layer

above the clouds, as a result of which the effective radiation
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absorption may also increase. Estimates of this effect obtained

in [28] for a very opaque atmosphere (the optical thickness of

the entire atmospheric layer for X = 0.76 U was taken to be

0.45 ) showed that when neglecting multiple scattering the trans-

mission function error reaches 10% of the absolute value of P ,

i.e., it is within the limits of P measurement error. This

correction depends only weakly on cloud height variation, cloud

albedo, and the angles To and e ( o and e < 700).

Thus, at the present time some information is available on

the structure of the 0.76 p oxygen band and the atmospheric

transmission function in this band, and also on the corrections

for solar radiation absorption in the cloud layer, which makes

it possible to determine cloud top height to within 0.5-1 km

if the corresponding reflected solar radiation measurements from

satellites make it possible to obtain the transmission function

with absolute error of order 0.02-0.04 (relative error 5-10%).

§ 5. Cloud Height Determination From Satellites /282

Measurements of reflected solar radiation in the 0.76 p

oxygen band in order to determine cloud top height were under-

taken aboard the Gemini 5 spacecraft [25] and aboard the Kosmosl

320 satellite [29]. A hand-held spectrograph was used aboard

Gemini 5, which permitted obtaining spectrograms in the 7500-
o o

7800 A spectral interval with resolution 5 A and simultaneous

photography of the clouds. Examples of the spectrograms for

three cloud cover types with tops located at low, middle, and

high altitudes are shown in Figure 9.9. In the individual cases

the cloud height was measured directly during simultaneous air-

plane flights, which made it possible to evaluate the accuracy

of the measurement and interpretation methods. The transmis-
O

sion functions calculated in [5] for the 7607 and 7632 A regions
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and the corrections for absorption in the cloud calculated in [25]

as a function of sun zenith distance (see Figure 9.7) and cloud

thickness were used for the interpretation. The cloud thickness

is introduced in [25] as the most probable value for the given

cloud type. We see in one of the four examples in Table 9.4

that when using this parameter the cloud height determination

error was significant. In the other cases quite good agreement

between the actual height and the height measured aboard Gemini

5 was obtained, although we cannot judge the effectiveness of

the method proposed in [25] for introducing the correction for

absorption in the cloud on the basis of a small number of examples.

This is also recognized in [25], whose authors consider the

question of accounting for the correction for radiation absorp-

tion in each specific case to be one of the most important

questions in the problem of determining cloud height by reflec-

tion.

TABLE 9.3

Measured height, mbar
Cloud Thickness, Actual

m Correction
type km height,

Uncorrected Corrected mbar

Hurricane
Doreen 2.03 5 1.33 323 195 350-320

Alto-
cumulus 2.12 0.8 1.11 370 330 320

Same 2.12 5 .38 460 340 320
Stratus 2.40 0.5 1.06 980 950 960

The use for this purpose not only of the average heights /283

of clouds of various types but also the second moments, which

characterize the connection between the tops and bases of clouds

of different types, as was proposed previously for stratus cloud

cover, makes it possible to reconstruct the actual situation

in an optimum fashion and obtain a more reliable absorption cor-

rection.
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A.

7560 7600 7640 7680 A

Figure 9.9. Spectrograms for clouds of different levels from [25]

a- low stratus clouds; b- middle clouds of the intratropical
center; c- clouds of hurricane Doreen. Arrows denote X = 7607
and 7631 A

o0

I 2, ' Jf 7 7 a

Figure 9.10. Atmospheric transmission function versus m and C

1-10- 5 = 0.1; 0.2; 0.3; 0.4; 0.5; 0.6; 0.7; 0.8; 0.9 and 1,
respectively. Circles denote experiment
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The method for determining cloud top height h was checked

on the basis of reflected solar radiation intensity measurements

in the band 02 0.76 p (i2 ) and in the comparison interval 0.738 9

(12) made aboard Kosmos 320 using scanning telephotometers.

These measurements were part of a complex of optical studies

of the atmosphere from satellites [1.30], including measurements

of cloud self-radiation in the 10.5-11.5 P [5.13] window, which

permitted determining h by two independent methods and thereby

improved considerably the photometric and radiometric data

interpretation reliability.

Quite high measurement accuracy was provided by periodic

calibrations of the equipment aboard the satellite. Calibration

of the telephotometers was accomplished by measuring the extra-

atmospheric solar radiation S and the dark current during each

scan*. Therefore the errors in determination of the ratios

11/12, connected with the transmission function P ( , m) and

cloud height Ch by the relation

V2

j SP, ( m)ipt1) dv

2  
V4 •P M),

fSWql)dv

amounted essentially to the signal recording errors. In (9.19)

W)0 and (p( are the telephotometer spectral sensitivities inside

and outside the band, which are determined in the measurement

error limits by the transmission of narrow-band filters (Av = 30A)j

which select the spectral intervals (vl, v2 ) and (v 3, v ); c =

SP(')dv / V .

V4  
V VI

• The technique for measuring the Earth's self-radiation aboard

Kosmos 320 was described in [5.13] (see also Chapter 8).
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Curves of integral transmittance P(, ,,nz) as a function of /284

Ch and m (Figure 9.10) were plotted to determine cloud height

on the basis of the ratios 11/12 using the transmission funcions

calculated in § 3. Comparison of these curves with experimental

values of the ratio (9.19) shows that the effective cloud height

determination error (without account for absorption in the cloud),

associated with the p(5,,m) determination error, amounts to 0.5 km

for low clouds and 1 km for high clouds. Naturally, this error

is retained in determining the true height with account for the

correction, however the error due to the latter factor cannot

be estimated because of the absence of direct Ch measurements.

Some estimates of these errors (obviously high) are obtained in

comparing the cloud heights determined using the previously

mentioned simultaneous measurements aboard Kosmos 320 of reflected

solar radiation (h ) and self-radiation (h p). The example of

such a comparison presented in regression form in Figure 9.11

based on more than 250 measurements of hp and h shows that in

half the cases the difference Ah= hP-hi does not exceed ± 0.5 km,

and in 75% of the cases does not exceed ± 1 km. The mean-square

magnitude of this difference, calculated using the entire set of

points shown in Figure 9.11, amounts to about 1 km. However, in

many cases lAh reaches 2-3 km, which goes far beyond the limits

of possible telephotometer reflected solar radiation and self-

radiation measurement errors.

One possible reason for such large Ah differences may be

associated with the different viewing fields of the instruments

used aboard the Kosmos 320 satellites, which leads to different

spatial averaging of cloud formation and cloudless segment radia-

tion in the case of broken clouds for the telephotometers and

radiometers. Thereby the random element associated with purely

geometric factors (we recall that for solid cloud cover, uniform

in the instrument viewing field limits, h will always be low in
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hp, comparison with the true cloud

height htr while h , conversely,

o : / will be high, i.e., htr under
/ tr

. /. these conditions lies between

S .:: h and h) in the relationship

between h and h is intensi-

S. ' fied. The fact that the large

-,.... Ah differences are connected

Snot with the physical relation-

Sships forming the basis for

Figure 9.11. Regression relation determining h and h but,
between cloud heights h and h p 0 t1

between cloud heights h and hp rather with random factors is
from Kosmos 302 data [29] confirmed to some degree by

the equiprobable distribution

of all the cases, for which 0.5IjAhI 1 N; 1 ~Ah<2 Kxl;

In order to account for (or exclude) large errors it is

necessary to use additional information in the form of cloud cover

television images obtained from the Meteor satellite system or

the American ESSA satellites. At the same time the combination

of photometric and radiometric data with these images will enhance

the nephanalysis and synoptic interpretation of the cloud cover

images.
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CONCLUSION

In conclusion we shall list the basic results and conclusions /285

presented in the monograph and shall also give some recommendations

on further development of Earth atmosphere studies from satellites

using optical sounding methods.

1. Analysis of calculations of the Earth's outgoing radiation

field characteristics made by several authors for various spectral

regions and comparison of the corresponding results with one another

and with experimental data obtained from satellites show that the

atmospheric models used in the calculations describe the basic

patterns of the vertical, angular, and spectral distributions of

the solar radiation reflected by the Earth and the self-radiation

of the planet into outer space. However, these models do not

provide a reliable description of the variations of the radiation

field characterics associated with variations of the physical

parameters of the atmosphere, clouds, and Earth's surface respon-

sible for the formation of these fields.

2. The majority of these parameters (aerosol scattering

coefficients and indicatrices, brightness coefficients or albedo

of the clouds and underlying surface, temperature and humidity

of the atmosphere and clouds as radiating objects) are random

functions of the spatial coordinates, time, and in the optical

parameter case the wavelength or scattering angle. Therefore

multivariate random function statistical analysis methods are

used to study the spatial, angular, and spectral structures of

the radiation fields and also to determine the specific realiza-

tions of several parameters of thel atmosphere, cloud cover, and

the Earth's surface. The basic idea of the monograph, which
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permits significant simplification of the solution of the subject

problems and permits obtaining easily visualized results, consists

in using the statistical characteristics of the spatial and spectral

structure of the atmospheric parameters. The complete ensemble

of these characteristics obtained by statistical analysis of the

data of aerological soundings and measurements of the optical

parameters of the atmosphere and the underlying surface forms the

optical-meteorological model of the atmosphere.

3. As the first approximation of such a model we propose

the ensemble of vertical and spectral distributions of the aerosol

attenuation coefficients, scattering indicatrix angular distri-

butions, vertical atmospheric temperature and humidity profiles,

and also the corresponding autocorrelation matrices and their

eigenvectors and cross-correlation matrices averaged over random

ensembles of different completeness. This model can be considered

a statistical generalization of the previously proposed Shifrin-

Minin closed optical model, applied to the real atmosphere which

is a multi-parameter system. The model provides optimum

parametrization of any specific realization of the ensemble of

selected optical and meteorological characteristics, and also

permits reconstruction of such a realization in optimum fashion

from a limited number of available measurements.

4. Systems of equations describing the connections between /286

the first and second moments of the vertical, angular, and spectral

structures of the radiation fields and the corresponding charac-

teristics of the vertical structure of the optical and meteorologi-

cal parameters are obtained. Mathematical closure of the system

is accomplished by neglecting higher order moments. The statis-

tical characteristics of the optical-meteorological model are

introduced as a priori information for physical closure of the

problem.
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5. The autocorrelation matrices of the spectral intensities

I and integral fluxes F of the Earth's self-radiation field are

obtained: Kt1 (h, t,; 0), KEF (h, I)j at various levels h,,, Iz for fixed

observation angles 6, describing the vertical structure of the

radiation field; the autocorrelation matrices K11(0j, oj), describing

its angular structure, and also the cross-correlation matrices:

KIT ( h, 5 ; 0), KIq ( k, 1; 0), KFT (Sh,< ,), KFq ( k, ,) , characterizing the con-

nection between the I(,0,O), and F(th)l variations and the tempera-

ture T' ( ), and humidity q' (,) variations. The matrices KFF, KFT,
KFq agree satisfactorily with the analogous empirical characteris-

tics obtained by analysis of actinometric sounding data.

6. The analogous equations -for the reflected solar radiation

are solved under the assumption of spherical scattering indicatrix

and with account only for the variations of the aerosol attenuation

coefficient a ( ) with the aid of the correlation matrix K,,o(th, t)j.

Comparison of the calculated reflected solar radiation angular

structure characteristics KII(0i, Oj) with the results of statistical

analysis of the Earth's brightness measurements obtained with the

aid of the Kosmos 149 satellite makes it possible to evaluate the

influence of variations of a and natural surface reflective

characteristics on the angular structure in different directions.

7. Analysis of the equations for the radiation field statis-

tical characteristics makes it possible to establish regions of

positive and negative auto- and cross-correlations, reflecting the

physical fact that variations of the optical or meteorological

parameters can lead to radiation variations of opposite signs

which enter with different weight at different levels. As a re-

sult regions of weak correlation of the radiation and atmospheric

parameters are created in which the variations of the latter do

not contain information on the variations of the fprmer, and vice

versa.
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8. On the basis of the equation of self-radiation or solar

radiation transport in a two-dimensional or three-dimensional medium

systems of equations are constructed which describe the connections

between the statistical characteristics of the radiation field

horizontal structure and the corresponding characteristics of the

optical and meteorological parameter fields. For the case of

uniform and isotropic fields we determine the atmospheric fre-

quency characteristic, describing the transformation of the spatial

spectra of the reflecting or radiating boundaries of the medium as

a result of radiation absorption and scattering in the atmosphere

(this characteristic also takes into account the influence of

measuring instrument angular sensitivity on distortion of the

spectra).

9. The application of statistical analysis to the brightness

field photometric sections obtained aboard the Kosmos 149 satellite

in the visible part of the spectrum, to the self-radiation field

radiometric sections obtained aboard the Kosmos 243 satellite in

the 10-12 p atmospheric window, and also to cloud cover aerial pho-

tograph microphotometry data makes it possible to determine the

basic characteristics of the cloud system spatial structure.

Specifically, we find extrema of the spectral densities in the

5-10 and 500-700 km scale region, as should follow from statistical

analysis of the other meteorological parameter fields.

10. An objective criterion is proposed for evaluating the /287

quasi-homogeneity and quasi-isotropicity of the empirical two-

dimensional cloud cover fields, based on the following property

of the autocorrelation matrix eigenvectors constructed for mutually

perpendicular sections of brightness fields of different horizontal

dimensions: in the homogeneous field case these vectors will be

close to segments of trigonometric functions in the same region of

definition, in the isotropic case the eigenvectors coincide for
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both sets of sections. The eigenvalues of the autocorrelation

matrices can be considered in this treatment as a generalization

of the spectrum concept to quasi-homogeneous fields. Matrix

analysis is also used to exclude the distorting factors associated

with reflected solar radiation angular variation and with multiple

scattering.

11. The ensemble of radiation field statistical characteris-

tics (first and second moments) is defined as the radiation model

of the atmosphere. Establishment of the connections between the

radiation characteristics and optical-meteorological model makes

it possible to treat the atmosphere as a "dynamic system" which

transforms the input signals (direct solar radiation or self-

radiation of the Earth's surface) into random signals described

by the radiation model characteristics. The problems of finding

the laws governing the transformed signal constitute the class of

direct problems of atmospheric optics.

12. Determination of the random (or statistical) characteris-

tics of the system itself from the output signals (or from their

statistical characteristics) constitutes the class of inverse

problems, which reduce in most cases to integral equations of

the Fredholm type of the first kind and are incorrect in the mathe-

matical sense. Explanations for the physical sources of inverse

problem incorrectness and a brief summary of current methods for

their regularization are given. The solution of specific problems

of optical atmosphere sounding is carried out by the statistical

regularization method using the optical-meteorological model

characteristics as a priori information.

13. The problem of determining the vertical atmospheric

temperature profiles T (C) from measurements of the Earth's radia-

tion from satellites in the CO2 15 p band is solved. Two statisti-

cal regularization variants are tested: 1) optimal parametrization,

490



which permits representing the temperature profiles by a minimum

(in comparison with other bases) number of eigenvectors of the

correlation matrix KTT(~k, ); with given accuracy (regularization

reduces to filtering out the high-frequency harmonics); 2) finding

a solution statistically averaged over the set of random vectors

which satisfy at the same time both the initial equation with

specified accuracy and the regularizing condition of belonging

to the a priori ensemble of temperature profiles given by a normal

distribution law with the empirical correlation matrix KTT. For a

mean-square radiation measurement error of 1-2% the mean-square

error of T (C) reconstruction reaches 2-30 in the tropopause

region. The statistical regularization method is tested success-

fully on data of Earth radiation spectra measurements from satel-

lites and balloons.

14. The problem of determining the vertical effective water

vapor mass we.(p) and specific humidity q (i) profiles of the atmos-

phere from Earth's radiation spectra measurements in the 6.3 p

water vapor band is solved similarly. For the regularization we

use the correlation matrix Kqq(Gh, t,) and its eigenvectors, describ-

ing the vertical structure of the humidity field. The mass we()

as the integral humidity characteristic on which the measured

radiation depends directly is reconstructed with a high degree of

accuracy (the mean-square error does not exceed 1-2%). However, /288
the error of q (C) determination as a local characteristic increases

markedly (reaching 25% in the atmospheric boundary layer) which

is a direct consequence of amplified problem incorrectness. The

error can be reduced with the aid of more detailed a priori infor-

mation on the structure of the q (C) profiles in the boundary layer.

The method for determining q (C) is tested on examples of balloon

radiation measurements.
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15. Examination of the reasons for the possible errors in

the vertical temperature and humidity profile determination shows

the primary problem is the error of the transmission function, which

plays the role of the integral equation kernel. Since under actual

conditions these errors may be significant and unknown, in the

study we examine the possibilities of constructing an iteration

process for simultaneous determination of the T(), q( )i, and trans-

mission function variation profiles. Here we use the fact that

the T (l) and q (?) profiles can be determined from very limited

information on the radiation spectrum. The introduction of

corrections to the transmission function is accomplished during

reconstruction of the T ( ) profiles from radiation spectrum

measurements aboard the Nimbus 3 satellite.

16. Analysis of the existing methods and results of solution

of the problem of determining underlying surface and cloud

temperature from Earth's radiation measurements in the atmospheric

windows 8-12, 10-12, and 10.5-11.5 P from satellites of the Tiros

series show some contradiction of the results, associated with

deficiencies of the interpretation methods or with uncontrollable

measurement errors. For the solution of this problem using the

radiometric data obtained by the Kosmos 149, Kosmos 243, and

Kosmos 320 satellites (in the last case instrument calibration

using a blackbody was carried out aboard the satellite) we intro-

duce the concept of the transfer function 01, characterizing

underlying surface radiation transformation in the atmosphere.

Comparison of the calculated and experimental values of go above

cloudless ocean shows that the radiation absorption in the 8-12 p

window of the real atmosphere exceeds the water vapor absorption

used in the calculations. As a result the difference between the

measured radiation temperature and the ocean temperature amounts

to 15 ± 50 (we assume that the excess absorption is associated

with aerosol layers). According to the data obtained aboard the

Kosmos 320 satellite this difference amounts to ± 40 in the 10.5-

11.5 P interval.
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17. Radiation measurements in the "windows" above clouds

make it possible to determine cloud top height h as the level at

which the radiation temperature is equal to the temperature of

the climatic or standard T (C) profile. The accuracy of h deter-

mination above solid clouds is on the order of 0.5-1 km. Cloud

height is also determined with an error of the same order from

reflected solar radiation measurements in the 0.76 p oxygen band,

which was part of the optical experiment program aboard the Kosmos

320 satellite. To determine h from these measurements we calculate

the transmission function of the atmosphere in the 02 band using

the most reliable band molecular constants. To account for solar

radiation absorption in the cloud we propose use of the statistical

characteristics of the cloud cover boundary vertical structure

for the example of the correlations of these boundaries for stratus

clouds. The availability of joint information broadens considerably

the interpretation capability, specifically it permits solution of

the problem of discriminating between snow cover and cloud cover

and identification of cirrus cloud cover.

18. Several results presented in the book were used in develop-

ing and carrying out an integrated program of optical studies of

the atmosphere with the aid of the Kosmos 149, 243, and 320 satel-

lites, and also for interpretation of the experimental data.

The results listed above do not by any means exhaust the

variety of problems of interpretation of large-scale measurements

of the Earth's radiation field characteristics. The objective

of further studies within the framework of the present volume /289

should include: 1) extension and refinement of the optical-

meteorological model of the atmosphere for various seasons and

geographical regions; 2) development of the theory of radiation

transport in a medium with randomly distributed parameters;

3) determination of the physical basis of cloud system spatial

structure obtained from optical measurements; 4) improvement of
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the methods for statistical regularization of the inverse problems,

including the use of adequate a priori information and determina-

tion of the real transmission functions together with the vertical

temperature and humidity profiles; 5) improvement of the method

for determining the height and other characteristics of clouds

from radiometric and photometric data, specifically, obtaining

reliable corrections for absorption in the clouds.
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